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Abstract

Searching for an object in a general image collection us-
ing current image retrieval systems, is still a problem. The
retrieval results contain many unrelated images. In pro-
viding an effective and robust image database, objects in
an image need to be extracted. Since the number of stored
images can be very large, automation is an important as-
pect. Image indexing is a technique that extracts objects
in an image automatically. The aim of this research is to
propose a new object based indexing system based on ex-
tracting salient region representative from the image and
categorising an image into different types.

Different image has different characteristics and often
require different image processing techniques. Currently,
most content based image retrieval (CBIR) systems oper-
ate on all images, without pre-sorting these images into dif-
ferent types. This resulted in limitations on retrieval per-
formance and accuracy. Categories described here are of
statistical and syntactical descriptions rather than semanti-
cal. By analysing which features are dominant in an image,
two outcomes will be obtained: category for that image and
salient object. Identifying salient object further reduce the
retrieval results into relevant images.

1. Introduction

Tools available for searching for an image within a col-
lections are still far from satisfactory. General images,
such as ones found in the internet can be very complex.
Currently, standard internet image searching tools such as
Google, use image filenames as indexing attributes. This
result shows that a search keyword “mango” can results in
a large number of retrieved images, mostly do not contain
the fruit mango. To index an image using its content, there
are currently three general approaches:object recognition,
statistical analysisand image segmentation. Object recog-
nition techniques are limited to specific domains, e.g., im-

ages containing simple geometric objects. This approach
has been used to retrieve images of tools and CAD geomet-
ric objects [13] and also medical images [10]. For most
other types of images, such as images containing people,
sceneries, etc, object recognition techniques are infeasible.

To pursuit the complexity of these images, researches
then employed statistical indexing based on colour and tex-
ture [7], [3]. Images can be retrieved by specifying a com-
bination of RGB colour values, textural measures, and more
recently using other features such as shapes and spatial rela-
tions between regions in the image [4], [11], [12]. Colour is
a low level feature, and by itself cannot adequately describe
objects in images. To enable objects to be extracted and in-
dexed within the image, image segmentation technique are
used [9]. However, segmentation results of general images
are noisy and contain too many regions. Thus, this approach
are still limited to simple objects, and thus for general im-
ages currently do not provide a meaningful object based
representation.

Techniques used by general CBIR systems are generic
and aimed to handle all types of images. This is not op-
timal, since different images have different level of com-
plexity and may require different features and analysis tech-
niques. For example, shape retrieval is not suitable for im-
ages containing mostly textures or irregular shapes, such
as landscape images. Currently, most content based image
retrieval (CBIR) systems operate uniformly on all images,
without pre-sorting these images into different types. This
has resulted in limitations on retrieval performance and ac-
curacy.

2. Proposed System

Rather than matching the whole image, it is more sensi-
ble to firstlycategorisethe image into different types. This
is performed by finding the dominant characteristics of the
image, such as how much texture, how complex the shapes
are, and the presence of a dominant region. This strategy
is supported by psychophysical evidence showing that hu-



Category Name Feature Characteristics
Landscape Colour = green and blue

Spatial relation = vertical layer
People Colour = human skin

Shape = oval
Shape dominant Number of regions = small

Shapes = non complex
Figure/background image = yes

Colour dominant Number of regions = large
Colour distribution = smooth

Texture dominant Number of regions = large
Colour distribution = non smooth

Structure dominant Number of regions = large
Shapes = complex

Table 1. Image Categories

mans holistically classify visual stimuli before recognising
the individual parts [6].

Based on the above intuition, the following approach to
index images using categories is proposed. To provide im-
age retrieval in the internet, this system can be implemented
in two steps. Firstly, images are retrieved using filename
such as using Google’s image searching tool. Google search
engine is used as an example as it index a large collections
of images in the internet. Results from this search will then
be classified into four different general and two semantic
categories, shown in Table 1.

Typical indexing system using the proposed category
is illustrated in Figure 1. The dialog box shows the fea-
tures extracted from an image and the measured category
for that image. The category is obtained automatically by
analysing the composition of colour, texture and structure
from the main regions. The regions are produced using
the perception-based image segmentation system [14]. By
implementing perceptual grouping, the results achieved are
clean and only containing significant regions. Some seg-
mentation results using this technique are illustrated in Fig-
ure 2 (different colour indicates different region).

Using this image categorisation, a large retrieval results
can be organised into groups that are based on the features
of the image content. This would make navigation of re-
sults easier. The sheer number of uncorrelated retrieval re-
sults makes the searching task difficult and tedious. Using
the category, a user could exploit the organisation of images
into categories to locate images of interest. The meaning of
each category will be explained in Section 3.4. For exam-
ple, searching for the image “mango” would result in the
following categories.

1. shape dominant(images likely containing a mango fruit)

2. colour dominant(images containing smooth areas, such as

Figure 1. Category Indexing Tool

mango slices, some mango fruits)

3. texture dominant(images containing textural areas, such as
mango trees)

4. structure dominant(other more complex images, containing
structural and geometric regions)

If by “mango” the user interest means a picture of a sin-
gle mango fruit, she/he would select the shape dominant
category. However, if mango refers to a mango tree, the tex-
ture dominant category is more relevant. In many cases the
categories may coincide with different semantic meanings
of the search term. In searching forpeople, colour dom-
inant (of skin colour) may be the most relevant category,
whereas in searching for ahouse, structure dominant may
be the most relevant.

The features described in Table 1 involves colour his-
togram, size and location of regions, number of regions and
textural descriptions. Using this classification, the image
shown in Figure 2(a), can be classified as aColour dominant
image, because of the appearance of large areas of smooth
colour. Figure 2(b) will be classified as aLandscapeimage
with the large tree areas. Figure 2(c) will be classified as a
Peopleimage with the appearance of skin colour region.

Since images are segmented into a set of meaningful re-
gions, retrieval results can be further pruned by performing
object based query. In the example above, if the search for a
“mango” aimed to retrieve all images that contain (a) mango
fruit(s), the user initially is given six different groupings of
retrieval results. To retrieve all images that contain a single
or a collection of mango fruit(s), further object based query
can be performed by firstly select the shape dominant group
to choose images that have a single mango object. The user
can then select the individual mango region from the image
as the query object. The matching will then be performed to



(a) Parrot Image (b) Casa Image (c) Alexis Image

(d) Parrot Result (e) Casa Result (f) Alexis Result

Figure 2. Indexing Results using Perception-
Based Segmentation Technique

all images that have similar shape and colour combination
of the selected region. This will result in retrieval images
containing not only a single mango fruit but also images
containing (a) mango(s) within other objects. Additionally,
within each groupings, further classification can be made,
creating a so called “parse-tree” query.

3. Methodology

Based on the above considerations, the proposed object
based image indexing system is described in Figure 3. This
system consists of the following stages: segmentation and
grouping stage, dominant region extraction and category
generation. An input image is firstly segmented. The seg-
mentation results are then grouped together, using the tech-
nique proposed in [14]. After this process, both low level
and high level features are extracted from each region and
by analysing these features, a category and dominant re-
gions will be obtained for that image. To determine which
region is dominant, some heuristics will be generated. A
relevance feedback such as used in [5], can be used inter-
actively by users to change the chosen object and category
within the selected retrieved images.

3.1 Image Segmentation

Although image segmentation techniques have been
studied extensively, there are still some drawbacks and is-
sues that need to be solved. One of the drawback is the qual-
ity of the segmentation results for natural images. There are
various complexities in natural images that need considera-
tion, such as variation of texture and lighting, and complex
object shapes. Results from existing techniques have the
following properties:
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Figure 3. Proposed Image Indexing System

• Over segmented results, containing noisy regions at
objects’ boundaries and textural areas.

• The demarcation of regions do not always follow per-
ceptual intuitions

• Results are very sensitive to threshold and requiring
manual tuning

Selecting the best segmentation technique is an impor-
tant issue. The difficulty in providing a meaningful seg-
mentation is due to the non-correlation of existing colour
distances with human perception of objects. Properties of
natural images are too complex, requiring new perceptually
intuitive metrics, which can adapt to intensity variations.
Additionally, since each object in an image consists of a
hierarchical composition, the segmentation process needs
to be performed hierarchically. Some perceptual measures,
therefore, should be added to improve the segmentation re-
sults.

To provide some perceptual foundations to the image
segmentation implementation, the use of HVC-based region
growing segmentation has been proposed, as reported in
[15]. This segmentation approach uses adaptive threshold
thus eliminates the need for manual tuning. This is per-
formed by dividing an image into blocks, at each block,
the presence of a strong edge indicates pixels requiring
high threshold value. This value is then used as a thresh-
old for all pixels in that block. To avoid missing any re-
gions, the threshold is increased by a small amount to pro-
duce a slightly over-segmented results. It was perceived
that it is better to have an over-segmented image than
under-segmented results. Most of the noisy regions will be
grouped later in the region grouping stage. Example of re-
sults from this segmentation technique is shown in Figure 4.
This approach will be used in the proposed image indexing
system.



(a) Parrot Image (b) Claire Image (c) Alexis Image

Figure 4. Segmentation Results

(a) Parrot Image (b) Casa Image (c) Alexis Image

Figure 5. Size Grouping Results

3.2 Region Grouping

Gestalt laws state that visual elements that belong to the
same object, have the properties ofsimilarity, proximity,
good continuation, closure, common fate, surrounded-ness
and relative size, and symmetry[1]. In the area of psychol-
ogy, these principles have been accepted as the perceptual
grouping laws. For this reason, Gestalt principles are used
as the basis for the region grouping stage. The principles
of proximity, similarity and good continuation can be used
to group segments into regions. The principles of closure,
common fate, symmetry and surrounded-ness, however, can
be used for higher level grouping. This high level group-
ing is applied to find relationships between regions or ob-
jects’ components. This was then translated into a grouping
hierarchical formation. The issue would then how should
the grouping operation should be performed? What are the
grouping algorithm and rules required? To solve this issue,
three different features were considered:texture, colourand
line continuation[18]. The first grouping performed is the
size grouping. The aim of this grouping is to merge noisy
areas (region whose size is less than 100) using the simi-
larity of region HVC means. Example of results from this
grouping stage is shown in Figure 5.

The next grouping stage is the colour histogram group-
ing. This is performed by comparing the similarity of two
region colour histograms. This is then followed by line con-
tinuation grouping. Regions are grouped based on com-
paring line continuation surrounding regions. Examples
of final grouping results is shown in Figure 2. At each
grouping step, the number of regions are reduced at each
stage of grouping, finally leaving only significant compo-
nents. These results are more meaningful and provide more

data abstraction than the standard image segmentation tech-
niques.

3.3 Dominant Region Extraction

It is difficult to know which object is of interest. An
image can contain background objects which may look the
same from the computer’s point of view with the regions
that belong to main objects. There might also be multiple
objects. However, generally, there is a process of selection
of important from less important objects in an image in hu-
man perception. Often the selection is not always based on
semantic reasonings. Syntactical relations between regions,
such as difference in size and texture can create a point of
interests. A small house in the forest as depicted in Figure 3
is an example of region of interest. In Gestalt principles, this
is described as figure-background principle (smaller figure
against bigger surrounding objects).

The aim of dominant region extraction is to eliminate
background, non-important regions, producing the most es-
sential region. The reduction of non useful regions are
required to reduced the matching and expensive structural
analysis. The background will be eliminated by apply-
ing the figure/background principle of Gestalt laws. By
analysing that the largest region surrounding other objects
entirely can conclude that this region is the background thus
eliminated. Similar idea was also used in the form of Re-
gion of Interests (ROI), used in a CBIR system proposed
by Moghaddam et. al. in [8]. In this system, however, the
regions are extracted manually by users.

In the proposed system, dominant region will be ex-
tracted automatically by analysing the size (largest), loca-
tion (center) of the regions and appearance of interesting
shapes and structures. Interesting shapes will be judged on
the region shape regularity and its geometric properties.

3.4 Category Generation

Category generation is then responsible to assign an im-
age type. Image type is aimed to provide sufficient group-
ings of images with similar characteristics. The issue would
then be: “What are the succinct category that can capture
different image characteristics?”

To categorise images without performing object recogni-
tion, the classification shown in Table 1 is used. It is based
on the strength of different features that can be exploited
from different image type. For example, images with tex-
ture dominant can be handled more effectively with a ro-
bust texture matching, whereas images under shape domi-
nant can concentrate on good shape matching.

Shape dominant category is for images containing a
small number of regions. These regions also have simple



and regular shapes. Images categorised under colour dom-
inant contains large number of smooth (non-textured) re-
gions with less regular shapes. Texture dominant images
are images that contain a large number of textural regions.
There are many ways in detecting and describing texture.
Using results from image segmentation, textural areas can
be defined as neighboring regions whose size are small and
spurious. These regions were marked as texture map and
have been used successfully in segmenting texture for gen-
eral images as reported in [16]. By measuring how many
regions from segmentation are spurious regions, we can es-
timate whether the image is texture dominant. Using this
texture map, texture dominant images can be classified as
images containing mostly textural regions.

Images used here is assumed to be general whose se-
mantic are unknown a priori. However, out of these im-
ages, many of them contain images which have distinct fea-
tures, whereby from these features, semantic meaning can
be derived. Such example of images are landscape images
and images containing people. Landscape images usually
contain large regions of sky (certain blue colour) and grass
or trees (certain green colour). Using the colour combina-
tion, it has been proven successful in retrieving landscape
images. Images containing people can be indexed and re-
trieved by analysing the presence of skin colour in the im-
age. Since the ultimate goal is to perform image classifi-
cation, using both facts another categories listed in Table 1
are added under classification of people and landscape. It
would be possible to add further classification to domain
specific images, such as botanical data, museum artefact,
etc, whose retrieval has been demonstrated in systems such
as [10].

Each of the different category is derived based on the
analysis of the features extracted, described above. To al-
low such classification, each dominant region extracted is
analysed for its various features. Both statistical and struc-
tural features will be used. This will include colour, texture
and shape. For each shape some measures will be gener-
ated such as number of corners, degree of curvedness, etc,
to distinguish between regular and complex shape.

Another new contribution in this project is the use of ob-
ject structure [17]. Researches in psychology stated that
classification of a scene may remain valid as long as the
relative relationships between the image regions remain the
same [2]. In the category ofstructure dominant, the ex-
istence of certain “interesting” or “prototype” structure will
be used to represent an image and used for matching. Rather
than matching the whole image or even the whole object
(since same object can appear differently in different im-
ages), regions and their relations can be used instead. An
example of a relational tree extracted is shown in Figure 6.

Figure 6. Image structure describes using re-
lational tree

Figure 7. Retrieval System Implementation

3.5 Query Interface

There are many types of queries in CBIR, such as us-
ing keyword (semantic), or graphical descriptions (query
by example, sketch, etc.). In this system, both queries are
combined. Figure 7 shows the design prototype. The sys-
tem will be implemented to retrieve images in internet. The
search starts with query by keyword. The system will then
sends this query to standard internet search engine such as
Google image search tool to retrieve all images based on
image filenames. The system will download all the links
as well as all the thumbnails to be analysed. The analysis
will group the retrieval results into 6 different categories de-
scribed previously. Users can then prune the searching, by
navigating the classification and selecting an object from an
image. Since each region is segmented in the image,object
based querycan then be performed, reducing further to im-
ages that relates to the bothsemantic keywordandgraphical
descriptions.

Currently, segmentation and feature extraction stages
have been performed and the overall retrieval system is cur-
rently being developed.



4. Conclusions

In order to retrieve images from large collections, a ro-
bust object based CBIR is crucial. This research aims to
develop an image retrieval system that is based on extract-
ing the dominant figure / region in the image, which subse-
quently placing an image into one of the proposed generic
categories. The indexing information consists of not only
low level but high level features. Images will be classified
into a set of types. An indexing template will be generated
automatically for each type, based on visual observation of
which combination of features occurs for that type of im-
age. Such template will be used to match images against
the query information. We need to investigate the suitable
and succinct set of features for each type of template.

This research will provide a new image retrieval system
that provides users with the ability to further classify the
content of an image. The impact from this method is more
accurate retrieval results. An image will be represented by
rich descriptions that relate directly to the content of the
image.
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