Detection of Unknown Forms from Document Images
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Abstract

This paper presents a novel technique for distinguishing
images of forms from other document images. The
proposed algorithm detects regions which are likely to be
used for text entry, such as lines, boxes, and character
entry fields, and calculates a probability of the document
being a form based on the presence of such structures.
Experimental results from testing on both filled and
unfilled forms, as well as a selection of non-form
documents are presented. All document images are
assumed to have been scanned at a known resolution.

INTRODUCTION

The extradion and processng of information contained in
printed forms is a task of grea importance in many aress
of business and government dike. To date, the vast
majority of form processng hes been done manually, with
human operators performing all of the sssociated tasks up
to and including data entry. In recet times, a large
amount of reseach has been urdertaken in the fields of
form identificaion, field locetion and data extradion. All
of the reseach to date, however, makes the ssumption
that the image to be analysed is indeed a form, which may
not always be the cae in many applicdions. For this
resson, this paper presents a technique for classfying a
document image @ either a form or non-form, and
identifying likely field areas within any forms deteded.

Previous work in the field of form field detedion hes
provided an excdlent starting point for this reseach. The
technique proposed by Wang and Srihari [1] removes
isolated charaders, then searches for intersedions of line
segments. Yuan et a [2] present a method o deteding
fields in forms that relies on segmentation agorithms to
find text and straight lines, and uses adjaceicy graphs to
deted possble entry fields in form images with no text
entered. Xingyuan et a [3] propcse a more robust
technique which deteds redanguar fields and lines
regardlessof text or other markings, but does not explicitly
deted other form structures.

A number of techniques have dso been proposed to
remove the dfeds of noise and poa image aquisition,
which can often cause unwanted line bresks, false
intersedions and broken junctions [4-6].

The work presented in this paper isin two parts. The first
sedion describes a technique for deteding the primitive

data ettry structures that distinguish forms from other
documents, namely lines, bounded redanguar aress,
chedboxes, and charader cdl fields, or ‘tooth’ structures.
In the secnd sedion we dtempt to determine if an
unkrnown document is likely to be aform. Using the
presence of the previously deteded structures, combined
with the amount of text found in the document, a form
probability score is proposed as an indicaion of the
likelihood of the candidate document being a form.

Results from experiments over 100form and 200 na-form
document images from a variety of sourcesare presented.

DETECTION OF FORM STRUCTURES

An initial investigation of documents contained in [7] has
identified four mgjor structural elements which can be used
to identify forms. These ae: horizontal lines (either solid
or dotted), bounded redangles, smal chedkboxes, and
charader cdls or ‘tooth’ structures (Fig 1). Examination
of al training data has $own that every form document
contains one or more such structures. Deteding such
structures in complex document images, however, is not a
trivial problem. Attempting to segment a document image
and classfy regions is problematic due to frequent
overlapping of neighboring regions, espedally when
deding with completed forms. More traditional shape
recognition techniques such as the generalized Hough
Transform [8] are dso inacaurate in the presence of noise,
and also quite slow computationally. As all of the desired
regions consist entirely of verticd and horizontal li nes, our
approach to the detedion problem begins with finding all
such lines in the candidate image. Once these lines are
found, ead is further procesed to determine if it is a
likely form structure.

Line Detection

We define a‘line’ in a document image to be a ontiguous
or nea-contiguous squence of n ‘on’ pixels in the
horizontal (verticd) diredion, where n is diredly
propational to the resolution of the image. As the
smallest lines of interest are goproximately the same width
as a charader, n is chosen as to correspond with a distance
of 2mm in the origina document. To deted such a
sequence, we anploy a one-dimensional summing filter in
the horizontal (verticd) diredion defined by the equation
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Figure 1. Four common form structures, (a)
tooth structure, (b) checkbox, (c) rectangle, (d)
line
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where 1(x,y) is the original binary image. By applying a
threshold to the resulting image, the starting points of all
possble lines can be found.

L, = S(x, y) >T7 2
Binary morphologicd operations can then be used to
extend these starting points aadossall n pixels in the line
segment. Figure 2 shows the result of line detedion on a
typicd form image.

The detedion process thus outlined is succesdul at
deteding regions likely to contain lines, however aso
gives rise to a number of false positives. In particular,
large regions bladk regions in the document such as
images, thick verticd lines and large sedions of text are
often falsely deteded as horizontal lines. To remove such
regions we first segment the line image Ly into conneded
components, and cdculate the height and width of ead
component. Components which do not satisfy a minimum
width and width:height ratio are removed. This process
aso hasthe dfed of removing valid horizontal lines which
are mnneded to thick verticd lines, however as sich lines
are dmost always borders or part of images, this is not
undesirable.

Verticd lines by themselves do not constitute a possble
text entry field. For this reason, al verticd lines which do
not at some point cross a valid horizontal line ae dso
removed. To alow for noise, small bre&s in lines, and
scanning errors, we relax this constraint somewhat,
allowing verticd lines which are dose (within n pixels) to
either a horizontal line or another valid verticd line to be
kept aswell.

Line Grouping

Onceall possble lines hawe been deteced, we thenattempt
to combine these lines to form one of the four form
structures.

In order to deted charader cdls or ‘tooth’ structures, eat
horizontal line is analysed for verticd line aossngs, or
nea crossngs. Such crossngs must extend significantly in
the verticd diredion, since we aume that the horizontal
line represents the bottom of the tooth structure. We then
look for a periodic structure within these aossngs,
constrained by likely cdl size Due to noise, handwriting
or other markings within the structure, it is possble that
extra verticad crossngs unrelated to the structure ae
present. In order to alow for this, an algorithm has been
developed asfoll ows:

For every vertical line crossing not already part of
structure:
search for more crossings within search dist. x
for each such crossing found:
search line at same dist. #5%
if another crossing found,
recalculate mean distance, search again
if #crossings > 4, structure found.

The seach distance x is propartional to the resolution of
the document, and we have used a range of n-5n in our
experiments with goodresults. In order to reducethe false
detedion rate, we have dso enforced a aiterion whereby a
structure is not considered valid if more than half of its
crossngs are not fully joined. Finaly, we seach for atop
bounding line, which is defined as a horizontal li ne within
n-5n of the original li nes, which crosses (or nealy crosss)
ead verticad segment of the structure. If two or more such
lines are found, only the dosest to the baseline is taken.
Any such line found will still be mnsidered for the
baseline of further tooth structures.

For the detedion of redangles and baxes, we use asimilar
agorithm to that proposed in [3], whereby ead set of
candidate lines are dhedked to determine whether they
form an enclosed area In order to prevent redanges
being found in locaions arealy covered by previously
deteded tooth structures, baselines of such structures are
only considered as the top of aredangle. Small bre&ks in
the perimeter of redanges are permitted, so long as they
do not exceal 5% of the total distance. Redandes that are
completely covered by other redanges are then removed.
Regions whose aea ecedls a catain size threshold are
aso removed, as these ae unlikely to be text entry fields,
and are more likely borders or frames.

A chedbox is defined as a spedal case of rectangle, where
the following threecriteria ae met:

» Thesidesare of equa length (square
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Figure 2. Results of form structure detection. (a) Original document image, (b) detected vertical line
segments, (¢) detected horizontal line segemnts, (d) final form structures

«  Sidelength iswithin a given range (we use n- 5n)

e Sides do not significantly extend beyond the corners
of theredangle

All horizontal lines that do not form part of any of the
above structures are considered lines.

FORM CLASSIFICATION

The dasdficaion of documents into form and non-form
classesis achieved using a score based on the presence of
previoudy deteded form structures combined with the
amourt of text contained in the document. Examination of
a large number of forms has reveded that most do not
contain as much text as other documents of a similar size
Thus, the presence of text in a document image has a
negative impad on the probability of that document being
a form. Numerous agorithms exist for the segmentation
and extradion of printed text from documents , but for
acaracy we have manually measured the anount of text
present in eat test document. Aswe ae only interested in
the body text of the document, any large segments sich as
headlines or titles are not included. We thus define the
form probability score as.

P =W, oot + W, Gho, + W, ooy + W, e = Wil (3)
where dype represents the total horizontal lined distance
covered by the given structure type, and w is a weighting
vedor. A positive fps value indicaes that the document is

likely to be aform. In order to olktain a true likelihood
estimate, this value can be normali sed, such that:

box line

p
(dtooth + dbox + drect + dline + dtext)

In order to cdculate the weighting vedors we have
procesed a large number of both form and non-form
documents, and examined the relationship between the
amounts of ead structure present. By constructing plots
of dtext vs dtype for ead structure type, it can be seen that
there exists an amost linea separation between form and
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Figure 3. Plot of d-line vs d-text for a
selection of form(+) and non-form(*)

document images
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non-form documents. We then find the gradient of this
line and use it to calculate the corresponding weighting
coefficient in w, assuming ws = 1. Figure 3 shows an
example of such a plot. It should be noted that we could
find no non-form documents containing the tooth
structure, meaning that the value of w; would approach
infinity. For this reason we have made this coefficient very
large, approximately ten times the value of the next highest
coefficient.

RESULTS

Experiments were conducted in two stages, using a set of
100 form and 200 non-form images acquired from a
variety of sources, including the University of Washington
database [7]. Firstly, the form structure detection
agorithm was applied to all form images, and results
compared to those calculated manually. Overall, 2443 of
2567 (95%) form structures were successfully detected as
the correct type. Of those structures that were not detected
successfully, approximately two thirds were due to
misclassification of one structure as another, with the
remaining missed entirely. An additiona 181 form
structures were falsely detected, with amost all of these
being small lines. A typical form image with all detected
structures is shown in Figure 2. Table 1 shows the
confusion matrix for this experiment.

Table 1. Confusion matrix for detection of form
structures

Actual Detected Type
Type [ tooth rect. box line | missed
tooth 229 0 0 3 0
rect 0 767 9 38 0
box 0 10 318 4 14
line 1 15 1 1253 19
none 0 9 4 168 X

The second stage of experiments involved calculating the
normalised form probability score for each test document
using the detected structures and known text amounts.
Those documents obtaining a positive score were classified
as forms, with the remaining classified as non-forms.
From a total of 300 (100 form, 200 non-form) document
images, 258 were correctly classified. Of those that were
misclassified, 6 form images were missed, and 36 non-
form images falsely detected. The overall error rate of the
test was approximately 14%. Total processing time for
both structure detection and form classification is
approximately 5 seconds on a Pentium 3 600MHz
computer.

CONCLUSIONS AND FUTURE RESEARCH

This paper has presented a technique to distinguish form
documents from other types by identifying common
structures usually present in such images. Experimental
results have shown our agorithm for detecting such
structures to be accurate and robust, with over 95% of
structures detected correctly. Classification of form and
non-form documents is accomplished by comparing the
total number of such structures to the amount of text in the
document, creating a form probability score. This statistic
has shown to perform well, with almost all form images
correctly identified and a false detection rate of under
15%.

Future research will aim to more accurately model the
typical line and rectangle structure in forms by examining
surrounding text. This should greatly reduce the number
of false positive results.
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