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Abstract. In this paper, we propose a watermarking scheme for the image owner-
ship verification in terms of a private key pattern and wavelet filters. The water-
marking is mainly achieved within the process of decomposition and reconstruc-
tion by forging watermark-carrying wavelet filters. This scheme improves the wa-
termark robustness and invisibility since it maximally avoids inserting the water-
mark into the images directly. It also allows the flexibility to optimize the wavelet 
filters for better performance. The private key pattern is free from watermark re-
striction and is associated with individual images. It adds an additional layer of 
security in a different dimension. The detection of our watermarks, can moreover 
be achieved without the aid of the original images, and will also be broadly dis-
cussed in regard to cropped images or images of certain other distortions. 

1   Introduction 

Image ownership verification is becoming increasingly important for the copyright 
protection of digital images due to their ever easier accessibility made possible by the 
widespread Internet and digital technologies. Watermarking, in this regard, is to hide 
crucial information inside digital images so that it can be detected 
later to resolve copyright or ownership issues. Different 
digital watermarking technologies have been investigated 
over the past decade [1] with recent attention directed 
more towards transform domains due to such as DCT 
and wavelet transforms for more robustness and power 
[1-8]. In particular, pseudo-random codes are added [2] 
to the large coefficients at the high and middle frequency 
bands, watermarks are decomposed [3] into different 
resolution to be embedded into the corresponding resolu-
tion of the decomposed images, and watermarks are in-
serted into both the high frequency components [7] and 
the middle frequency band [8] for somewhat different purposes.  

An important feature of wavelet filters is its ability to decompose an image into dif-
ferent frequency bands as in Fig.1. This makes it possible to perform various operations 
on the different resolution levels. The decomposition is based on the analysis filters [1] 

cj = ∑k∈Z hk-2j xk,   dj = ∑k∈Z (-1)kh1-k+2j xk  ,        (1) 
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and the reconstruction is done through the synthesis filter 

xk = ∑j∈Zhk-2j cj + ∑j∈Z (-1)kh1+k-2j dj,       k∈Z,    (2) 

where Z denotes the set of all integers. The decomposition can be carried out recur-
sively, and likewise for the reconstruction.  We note that the quality of the filters di-
rectly impact on the correlation of the derived frequency bands: a better filter will result 
in better separation of the detail components from the smooth components of the image. 
There are different ways to construct the wavelet filters, orthogonal or biorthogonal 
[9,10]. For example, by [11] factorizing P(z) = G0(z)G0(z

-1) from a given P(z) = 1+ Σ ak 

z-k with ak=a-k , ak ≥0 and Σk ak =1, orthogonal wavelets can be systematically con-
structed. A more convenient factorization will however be adopted later on for our pro-
posed scheme.  

Traditional watermarking algorithms either embed the watermark into certain fre-
quency band by adding the watermark, or replace the selected band with the watermark. 
In this paper, we will however propose to construct dynamically the wavelet filters that 
are to contain watermarks directly. This approach has more potential for further secu-
rity enhancement, allows additional freedom at processing the selected bands and im-
proves the watermark invisibility since watermark is not directly added into the image. 
We will in this work limit ourselves to the use of the orthogonal wavelet filters, and the 
paper is organized as the following. We will first explain in section 2 the image owner-
ship verification process and the roles of digital watermarks and the private key pat-
terns.  A new watermarking scheme is then proposed in section 3 along with the feasi-
bility and performance analysis, as well as the discussion on the potential attacks by 
cropping or other distortions. The experimental results are then summarized in section 
4, and the final conclusion, in section 5. 

2   Ownership Verification 

When a watermarked image is under suspicion, the owner of the image may require a 
legal authority to verify the copyright. The verification process obviously depends on 
the watermarking algorithm, and the watermark algorithm should in turn comply with 
the requirement of a practical verification system. From the requirement of a practical 
verification system, there are a number of aspects that need to be taken into account in 
the design of a watermarking scheme. 

Firstly the verification procedure should be simple and efficient, hopefully minimum 
partners are involved and minimum amount of information flow is required in the pro-
cedure. Secondly, The watermark should be registered with the authority and each 
watermark should be associated with the corresponding images. An author may register 
one or one set of watermarks for his images. The watermark is allowed to label one 
image as well as different images. Thirdly since everyone could claim a watermark by 
applying certain algorithm to the image, the watermarking algorithm should be prior-
approved by the authority. The algorithm should be easy to carry out with low number 
of false alarms. Fourthly the owner should have full control for the detection process, he 
can carry out the detection process while the authority can perform detection only after 
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Fig. 2 Verification process 
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obtaining the necessary information such as a private key from the owner. As the fifth, 
the authority deals with a huge number of authors, the storage for verification should be 
minimized when designing the algorithm. Individual authors should take most respon-
sibility at storing the relevant data. Finally, in order to provide better protection to an 
original image, the original image should not be required for the detection process so as 
to minimize the chances of exposing the original image to the other parties. 

Traditional algorithms may try to reduce the number of registered watermarks to 
lower the storage and may have to scramble the watermark to avoid using the same 
watermark in different images. In our proposed algorithm, the watermark will be em-
bedded into the wavelet filters. When registering the watermark the owner actually 
registers the method that generates the filters for a watermark, see Fig.2. The owner 
may use the same watermark in different images with different interpretations or use 
different watermarks in different images with the same interpretation. The storage for 
such watermarks is expected to be fairly low. The private key is thus crucial to the suc-
cessful watermark detection and will be stored by the owner. The private key here is a 
private bit or block pattern to be processed with the selected band. The owner will un-
dertake to store all his images and the patterns to be used. Since a private key is not 
known to anyone but the owner, apart from 
having to present it to the legal authority 
when the need arises, it is very difficult for 
attackers to collude or guess the watermark 
embedding, or to remove the watermark by 
exhaustive brute-force. The private pattern in 
this approach can be flexibly chosen by the 
owner, and can be used to enhance the secu-
rity of the watermarking. We note that the 
private pattern is traditionally used exclu-
sively as the watermark. The use or even 
non-use of the private pattern in our ap-
proach thus, in contrast, also reduces the 
amount of data needed to be stored with the 
legal authority. 

3   Proposed Watermarking Scheme and Its Analysis  

We first observe that filter change will result in different band details even under the 
same decomposition tree or path. We here propose to embed the watermark information 
into the wavelet filters that are used to decompose the image. What decomposed band is 
to be selected to accommodate an optional private pattern, characterized by the decom-
position path, is a part of the private key associated with the image. The wavelet filters 
are dynamically constructed to contain the watermarks. Since an attacker does not know 
the exact filters and the private key, he can’t even locate the proper band for further 
analysis. In order to embed the watermark information into the filters, we need to ex-
ploit the following result: let A(z) = ∑k∈zAkz

-k, and A = {Ak} be a real-valued 2 x 2 ma-
trix sequence with 
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Ak =    h2k    h2k+1 

                    g2k     g2k+1     , 
  

 
then A(z) induces orthogonal wavelet filters if and only if A(z) admits the following 
factorization [12] 

A(z) =  zd    1 0   R(θ0)    1 0   R(θ1) …   1 0   R(θq) , 
         0 σ               0 z-1                           0 z-1 

  

 

    R(θ) =     cosθ    sinθ 
                  -sinθ   cosθ 

  (3) 

with σ = ±1, q ≥ 0, q, d∈Z and θ0 + θ1 + … + θq ≡ π/4 (mod 2π). Hence these free θ’s 
will be used to carry the watermarks. We can in fact partition θ’s into 2 subsets, one 
contains the predefined watermark, the other can be optimized to improve the quality of 
filters or as a part of the private key. This approach to some extent embeds the water-
mark into the algorithm itself rather than into the image. The watermark can be trans-
ferred to a bit pattern, these bits can then be embedded into θ’s. We know from (3) that 
θ has a period of 2π. If the θ can be divided into small units so that the result would 
exceed the detection threshold when θ changes one unit, then these units can be used to 
represent the watermark bit pattern. How much can θ be changed without destroying 
the watermark detectability? This will be answered in the next subsection. Before that 
we first note that if q is set to 2 in (3), then the set of wavelet filter coefficients {hj, gj} 
can be calculated from (3) via 

A(z) =    h0 - z
-1 h2 - z

-2 h4               h1 - z
-1 h3 + z-2 h5 

              -σ g0 -σ  z-1 g2 -σ z-2 g4    -σ g1 - σ  z-1 g3 + σ z-2  g5         , 

 

 
and then be expressed as  

h0 = cos(θ0) cos(θ1) cos(θ2),  h1 = cos(θ0) cos(θ1) sin(θ2) 

h2 = - sin(θ0) sin(θ1) cos(θ2) - cos(θ0) sin(θ1) sin(θ2) 

h3 = - sin(θ0) sin(θ1) sin(θ2) + cos(θ0) sin(θ1) cos(θ2) 

h4 = - sin(θ0) cos(θ1) sin(θ2),  h5 = sin(θ0) cos(θ1) cos(θ2) 

g0 = -σ h5,  g1 = -σ h4,   g2 = -σ h3,  g3 = σ h2,  g4 = -σ h1,   g5 = σ h0         (4) 

where θ0  + θ1 +θ2 = π/4. Thus there will be 2 free parameters in this case for each pair 
of wavelet filters, and these parameters are thus available for carrying a watermark and 
for performance optimization. If q = 3, then the filter will have 8 coefficients obtained 
through the same procedure as above and thus there will be 3 free parameters available. 

3.1   The Algorithm and the Feasibility Measure 

For a watermark given in terms of a bit sequence, we typically represent a section {bk} 
of the watermark bits by  
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θ = α(Σk bk2
k)∆θ   (5) 

where ∆θ is a chosen θ step and α is an optional adjusting factor. For instance, we wa-
termark the image goldhill with “goldhill”, if five bits are chosen for representing the 
watermark, then the watermark bits representing the “goldhill” are 00111 01111 01100 
00100 01000 01001 01100 01100. Each value of θ  is then calculated via  (5). If α = 1 
and ∆θ = 0.1, then the θ  values for the watermark characters become respectively θg = 
0.7, θo = 1.5, θl = 1.2, θd = 0.4, θh = 0.8, θi = 0.9, θl = 1.2 and θl = 1.2. We use these 
θ’s and determine the rest of θ’s to calculate the filter coefficients via (4). This way, the 
obtained wavelet filters will carry the watermark “goldhill”. Using these watermarked 
filters to decompose the image with a chosen path, we then obtain the unique subband 
characterized by the watermarked filters.  

The robustness requires that the system can at least resist certain distortion due to 
such as noise and compression. The θ step, ∆θ, should be chosen in such a way that the 
system should be capable of tolerating a reasonable amount of white noise without af-
fecting the watermark detection. A threshold for the θ step will be determined in terms 
of the effect of white noise, and the effect of θ on the selected band to be extracted and 
distinguished. When ∆θ is large enough, the watermark can’t be detected by another set 
of filters deviating in values by ∆θ from the filters representing the watermark. Like-
wise for the white noise, once it exceeds certain threshold, it destroys the detection 
process. We can however balance these two factors and determine a suitable threshold 
for the θ step. The larger the θ step is chosen, obviously the better the resistance to the 
white noise, albeit at the cost of reducing the amount of the carried watermark informa-
tion. 

Two approaches for helping determine the threshold are designed as following. One 
is to sort the selected band. This method is straight forward, the sorted line is sensitive 
to filters and is easy to compare with one another. The other method is to replace the 
selected band with a desired pattern. The pattern can be anything and is routinely 
scrambled to improve the watermarking security. For the scrambling we can randomly 
generate a seed to scramble the pattern, or create a seed based on decomposition path 
and the θ’s to scramble the pattern so that no additional storage is needed for the seed. 
The choice of ∆θ should accommodate noise resistance to a certain degree, and that 
when noises added to the image do not cause visible visual degradation, the pattern can 
be detected by using the predetermined θ’s that carry the watermark. But if the θ 

changes even only one step, the pattern 
cannot be detected by using the filters 
generated from this θ. If we want the 
system to be more robust to noise, how-
ever, we can artificially choose a higher 
threshold. 

We now use the Lena 256x256 image 
to illustrate the threshold of ∆θ. We 
tested with both the methods and with 
q=2 in (3). More precisely, we fix θ1 in a 
selected zone as a private key and let θ0 

               Fig. 3 θ step impact 805
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be free. The decomposition levels are 4 and always land at a middle frequency band. 
The ratio of white noises added to the image is ranged from 1% to 10% with the step of 
1%. The ∆θ is from 0.01 to 0.1 with the 
step 0.01. The results are in Fig. 3 and 
Fig. 4.  They show when ∆θ is less than 
0.06, the pattern can be detected easily.  
The PSNR is 40.5 dB and RMS is 2.43 at 
θ = 0.06. It becomes difficult to detect the 
pattern when the ∆θ further increases. 
On the other hand, the pattern can be 
detected when the white noise ratio is no 
more than 4%, the PSNR is 40.4 dB and 
the RMS is 2.45. When the value of θ 
increases, the corresponding RMS in-
creases too. The other paths and the pat-
terns have also been tested and they yield 
similar results. If we choose 0.06 as the 
threshold λ for the θ step, and RMS 2.5 as the threshold ε for detection, we conclude 
that the pattern is detectable when noises ratio is less than 4%. If the θ has been 
changed by one step, implying a change of watermark information, the RMS of resulted 
pattern will be larger than the threshold ε, implying the user can’t obtain the desired 
pattern. To achieve better invisibility, some of the θ’s can be optimized.  

3.2   Watermarking and Detection 

With a suitably determined θ, the watermarking process is depicted in Fig. 5, and 
can be described as following: We first calculate the θ according to the watermark, then 
we decide whether the rest of θ will be used for optimization or as part of the private 
key. The filters will then come from (3), and for each level of decomposition, we will 
have 2 sets of analysis filters via (1) available to embed the watermark bits. After decid-
ing the decomposition path and the pattern to be used, scramble the pattern and adjust 
the energy of desired pattern to match the selected band, then replace the selected band 
in the image with this pattern. The reconstructed image is thus the watermarked image. 

Generate filters 

Embed watermark in θ’s 

Decide decomposition path 

Decompose Replace selected band 
with pattern 

Synthesis 

 Original image  Watermark 

 Random 

 Private key pattern 

Watermarked image 

 Decompose 

Scramble 

Seed 

Adjust 
energy 

                             Fig. 5 Embedding process 
 

Fig. 4  Noise impact 
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We note that extra free θ’s may also be utilized to optimize the filters and subsequently 
the watermarking performance. 

The watermark invisibility can be achieved by adjusting the decomposition levels, 
paths, patterns and filters. Deeper decomposition levels and higher frequency band will 
result in a better invisibility. As is known, a lossy compression typically [10,13] round 
off or eliminate the high frequency components. As a result, we avoid making water-
mark-incurred image alteration to high frequency components for the robustness pur-
pose. Otherwise all decomposition paths are valid for our purposes. Moreover, the pri-

vate pattern itself can simply be non-existent. It can be dynamically constructed via 
scrambling the selected band with a private seed. In other words, the scrambling seed 
conceptually takes the role of a private pattern in this case.  

The watermark detection practically reverses the embedding process, see Fig.6, and 
requires no original images. We for the detection first decompose the image by using 
the filters carrying the watermark, unscramble the selected band if needed, and then 
compare the outcome with the private key pattern. If the RMS of the selected band is 
smaller than the detection threshold ε, it can then be asserted that the predefined wa-
termark does exist on the image, otherwise further analysis required. 

3.3   Image Cropping and Distortion  

The watermarked image may undergo certain distortion such as cropping and rescaling. 
Cropping is an easy operation that could lead to unauthorized use of part of the image. 
We will here briefly explain why our proposed algorithm is also capable of resisting 
cropping attacks. As we known, the wavelet-based watermarking can spread the water-
mark all over the image. If one crops a part of the image, it may still contain sufficient 
information on the watermark. Such a watermark may still be detected by certain 
mechanism even if the image has undergone further distortion such as rescaling and 
rotation. The strategy we are proposing here is to derive the watermark from the 
cropped image with the help of the original watermarked image: considering the origi-
nal watermarked image with the cropped image replacing its corresponding area. In the 
case of cropped image containing noise, the detection remains difficult despite the large 
area of cropped image containing more watermark because of noise interference. We 

      Fig. 6 Detection process 
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hence approach this problem from a different angle. Since the difficulty is caused by the 
noises in the cropped image, if we add the noises M to the full-sized watermarked im-
age, this noise can mollify the effect of noises N in the cropped image if M > N. In 
other word, the difference between the patched image and full-sized original water-
marked image should decrease when the cropped area increases. If the cropped image 
has no specified watermark, such a difference should increase instead when the area of 
the cropped image becomes larger. This sharply contrasted trend of decreasing or in-
creasing difference proves to be clear and universal, and suffices to differentiate cropped 
images corresponding to a given watermark.  

For a simple but convincing test, we 
divide the cropped image into 6 pieces 
equally and add the white noises with 
ratio less than that of watermarked 
image to the cropped image, then place 
one by one the subdivided pieces of the 
cropped image on top of the original 
watermarked image at the correspond-
ing positions. The experiments show 
that the RMS of patched image de-
creases with more pieces of the cropped 
image being put back if cropped image 
contains watermark, see Fig.7, while 
the RMS of the patched image in-
creases sharply with each additional 

piece from the cropped image if not containing specified watermark. Our experiments 
show that even when the cropped image is distorted by noises of ratio 10%, our pro-
posed strategy still works fine. Although we are so far only concerned with cropped 
square images, the principle should readily apply to the irregularly cropped images too. 
If cropped images further undergo rescaling or rotation, we just need to reverse the 
effect before applying to it the same procedure for testing the cropped images. However 
details on regular cropping and other forms of distortion will be left to a future work. 

4   Experiments  

We here first use the image 
Goldhill of 512x512 pixels 
for our experiments. The 
decomposition path is LH1, 
HL2, LH3, LH4, see Fig.1 for 
the meaning of the labels.  
The filters will come from (3) 
with q=2. We embed the 
watermark “goldhill” into the 
θ’s in the following way. We 
choose to store 5 bits of the 

    (a)            (b) 
Fig. 8 Original and watermarked images 

Fig. 7 Image contains the watermark 
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watermark into a single θ, leading to the step 0.19. All the θ0’s are to be used for the 
watermarks, all the θ1’s will contribute to the private key. We thus embed each charac-
ter into each of θ0’s respectively. We decompose the image using the filters embedded 
with “goldhill” watermark, replace with the UWS logo as the pattern, and then synthe-
size to obtain the watermarked image Fig.8(b) from the original Fig.8(a). 

To illustrate the robustness of our watermarking scheme, we watermark the same 
Goldhill image with different watermarks and add different level of noises. The results 
are consistent with our theory in the previous section, and are subsequently tabulated in 
Table 1, where 1-4 in the path stand for the quadrants LL, HL, HH and LH respectively. 

 
Table 1. Watermark detection 

path watermark noise PSNR RMS ε 
4244 goldhill  318.08 0 < 
4242 goldhill  23.81 16.439 > 
4234 goldhill  24.89 14.522 > 
4244 goldhill 2% 45.06 1.425 < 
4244 goldhill 3% 41.47 2.153 < 
4244 goldhill 4% 39.13 2.818 > 
4244 goldhill 5% 37.55 3.38 > 
4244 golehill  38.47 3.040 > 
4244 llihdlog  24.23 15.501 > 

 
Another test using the image Peppers as in Fig.9 is similarly conducted and the re-

sults are shown in Table 2. In our choice of ε = 2.5 as the threshold for the watermark 
detection, we have assumed that images distorted by the noise ratio of 4% or over will 
seriously degrade the images in such a way that we won’t be interested in general in 
pursuing their copyright issues. This threshold is consistent with the results in Table 1 
as well as with the results conducted similarly on Barbara an Baboon test images to 
name a few. If the watermark tolerance is to exceed the noises of over 4%, we can either 
design the scheme with a larger step for θ and thus with a newer threshold ε, or simply 
make use our proposed second strategy designed mainly for detecting watermarks from 
the cropped images. To conclude this section we note that many experimental results 
that are directly related to the design of our scheme are already presented in the earlier 
sections and will thus not be reproduced here again. 

 
                      Table 2. Watermark detection 

path watermark noise RMS ε 
4244 peppers  0 < 
4242 peppers  16.77 > 
4234 peppers  17.42 > 
4244 peppers 2% 1.37 < 
4244 peppers 3% 2.00 < 
4244 peppers 4% 2.77 > 
4244 peppers 5% 3.50 > 
4244 geggers  7.78 > 
4244 pfppers  3.78 > 

 

 
     Fig.9 Peppers 
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5   Conclusion  

We proposed a watermarking scheme on the basis of watermark-embedded wavelet 
filters and owner-assigned private keys, for the purpose of image ownership verifica-
tion. Two detection strategies have been proposed: one through the use of detection 
threshold ε, and the other though a patching process. The latter is also applicable to the 
cropped images. Our proposed scheme has moreover an adjustable robustness via the 
choice of the parameters, and allows greater flexibility for watermark storage or per-
formance optimization. The watermark detection also requires no original images for 
either of the proposed detection strategies.  
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