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Abstract. For content-based image retrieval techniques, query image is used to 
pick up and rank some relevant images from a database using some certain 
similarity metric. If semantic features are not involved in the modeling of visual 
data, the resulting system may demonstrate a disability of retrieving images 
likely associated with interesting semantic concepts of objects in the images. 
Therefore, issues on semantics representation, automatic extraction of semantic 
concepts from visual data, and effects of window size on the concepts recogni-
tion are needed to study. This paper describes an approach towards these prob-
lems. We first define a set of semantic concepts characterizing the outdoor im-
ages. Then, a neural network is employed to memory the semantic concepts 
through pattern learning techniques. Lastly, the well-trained neural networks 
will perform as a classifier to identify the predefined semantics within an image. 
Empirical studies and comparison with decision tree techniques are carried out.   

1   Introduction 

In the past decades, content-based multimedia information retrieval techniques have 
been paid a great attention and developed rapidly due to their extensive applications 
[1]. Various attempts on building effective content-based information retrieval (CBIR) 
systems have been made, and some of them have been applied in the commercial 
domain [1] such as IBM QBIC [3], MIT Photobook [4], Columbia VisualSEEK and 
WebSEEK [5] and UCSB NeTra [6] etc. Although features associated with the visual 
data have been widely investigated for better representing the content information, 
most of the existing CBIR systems have a rudimentary understanding on image con-
tent [2]. However, CBIR is the set of techniques for retrieving semantically relevant 
images rather than feature relevant images from an image database based on automati-
cally derived image features [9]. Those CBIR systems cannot guarantee a meaningful 
query completion with semantic context concern [7]. On the other hand, the perform-
ance of those CBIR systems depends upon the choice of the visual attributes [4], such 
as color, texture or shape et al [10-16]. No matter how sophisticated they are, color, 
texture or shape features do not adequately model abstract semantic concepts within 
images, which is a limit to apply the CBIR systems to broad databases. Therefore we 
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need to design a set of semantic features to bridge the gap between image semantics 
and pixel representations. 

Image semantics classification is a limited form of image understanding, the goal of 
image classification is not to understand images the way human being do, but merely 
to assign the image to a semantic class. Minka and Picard [8] introduced a method, 
which generate many segmentations or regions based on different combinations of 
features. Although region-based systems aim at decomposing images into constituent 
objects, it is well known that the image segmentation is almost as difficult as image 
understanding. In this work, we formulate our semantics extraction task as a local 
image classification problem using heterogeneous features extracted from block win-
dows and neural networks. One significant and interesting issue associated with this 
task is the window size effect on the classification system. Like our human being’s 
visual system, an appropriate distance is necessary to well identify details within ob-
jects. Neural networks also perform their classification jobs differently as the window 
size changes. The rest of this paper is organized as follows. Section 2 presents the 
system description including approach overview, visual data representation, feature 
selection and the determination of neural network architecture. Section 3 reports and 
discusses the performance evaluation of the system with a comparison. Conclusion of 
the work is presented in the last section. 

2   System Description 

This section describes our methodology for learning semantics using neural networks.  

2.1   Overview 

The automatic derivation of semantically meaningful information from the content of 
an image is the focus of interest for most research on image databases. The image 
“semantics”, i.e., the meanings of an image, has several levels. From the lowest to the 
highest, these levels can be roughly categorized as follows [9]: 

 
1. Semantic types (e.g., landscape photograph, clip art) 
2. Object composition (e.g., a bike and a car parked on a beach, a sunset scene) 
3. Abstract semantics (e.g., people fighting, happy person, objectionable photograph) 
4. Detailed semantics (e.g., a detailed description of a given picture) 

 
To extract semantics, boundary or shape information of objects is important. How-

ever it is almost as difficult as semantic learning to get that information. In order to 
avoid the complex and difficult segmentation job, alternative solution is to use visual 
features within block windows. It is obvious that a semantic concept can only be 
drawn or inferred from the feature information carried by the given windows. If the 
window size is too small, the concept will not be identified at all. On the contrary, if 
the window size is too big, multiple or mixed concepts may be include. Therefore, it is 

684

Proc. VIIth Digital Image Computing: Techniques and Applications, Sun C., Talbot H., Ourselin S. and Adriaansen T. (Eds.), 10-12 Dec. 2003, Sydney



meaningful and important to select a proper window size for concepts detection from 
local visual feature vectors.  

Firstly, we define the window size as follows:  

L
lrl = ,    

W
wrw =  , 

(1) 

where lr  is the ratio between the actual block length l and the image length L , wr  is 
the ratio between the actual block width w and the image width W. Fig. 1 depicts four 
windows with the preset window size 20%*20%. From these windows, we can recog-
nize some semantics, for example, mountain in W1, sky in W2 and tree in W3. For 
window W4, it contains three different semantics, i.e., mountain, sky and tree. In such 
a case we label the class or semantics as “unknown”.  
 

 
 

Fig. 1 Semantic concepts within the image 
 

Secondly, a selected set of visual features is extracted from the window candida-
tures, which may be located in some ways.  Heterogeneous features are employed to 
characterize the semantics from different perspectives. The underlying assumption is 
that objects concepts are usually related to visual characteristics, therefore, high-level 
scene properties may be inferred from low-level image features suck as color and 
texture information. Because of the multiple feature representation, the dimension of 
feature space is very high. So a reduction of the use of features is needed for neural 
classifier design. Lastly, neural networks, acting as a concept detector, map the fea-
tures into semantics labels. In this study, neural networks are trained using standard 
supervising learning techniques, and they, with the generalization power, are used to 
recognize the similar semantics, which the neural networks met before.  
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2.2 Visual Features 

Feature selection is a critical issue in retrieval system design. Although there are vari-
ous criteria and techniques available in literature [10-16], it is still hard to tell which 
feature is necessary and sufficient to result in a high performance retrieval system. 
This is because the system performance relies on not only the features but the types of 
retrieval system as well. In this work, a set of multiple features is adopted to build the 
semantics learning system. The feature vector f

�

 consists of three components 

>< vmc ��� ,, . c� stands for Color Histogram and is 8 dimensions , i.e., 8ℜ∈c� . 
9ℜ∈m�  is three channels color moments and 42ℜ∈v�  is the mean and variance of 

coefficients of DCT for three R, G and B channels. The following briefly gives the 
calculation formulas.  
 
Color Histogram. Color Histogram (CH) is the most commonly used color feature 
representation [10]. Statistically, it expresses the joint probability of the intensities of 
the three prime color channels, that is, R G and B.  

},,{*),,(,, bBgGrRprobNbgrh BGR ====  . (2) 

where N is the number of pixels in the image. The color histogram is computed by 
discretizing the colors within the image and counting the number of pixels of each 
color. For convenience, CH is usually rewritten as bNNgNrm grr *** ++= , 

where rN , gN  and bN are the numbers of bins for R, G and B  respectively. How-
ever, the dimension of Color Histogram vector is usually high. To reduce it, a se-
quence similarity measure with spatial considerations is adopted [20]. The formula is 
given by 
 

∑
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where r is the gravity center of the consider segments, which is calculated by  
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In this work, 4,8,8 === bgr NNN and 32=n , therefore, there are 256 bins 
totally which are set to 8 groups. 
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Color Moments (CM) [11]. Since most of the information is concentrated on the low-
order moments, only the first moment (mean), the second and third central moments 
(variance and skewness) will be used as the color features. Let the value of the i-th 
color channel at the j-th image pixel is pij. The index entries related to this color chan-
nel are calculated by: 

∑
=

=
N

j
iji p

N
E

1

1  . (5) 
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where N is the number of pixels in the image. 
The detailed formulas for the Color Histogram (CH) and the Color Moments (CM) 

can be found in [10] and [11], we here omit them.  
 

Discrete Cosine Transform (DCT) [13]. It helps separate the image into spectral 
sub-bands of differing importance with respect to the image's visual quality. A signal 
or an image in spatial domain can be re-represented by a set of coefficients in fre-
quency domain. Lower frequencies contribute more to an image than higher frequen-
cies. Therefore, some coefficients related to higher frequencies might be discarded 
without significant loss in terms of visual quality. Tradeoff between the dimensionality 
and fidelity of information is made by a partition technique, which groups the coeffi-
cients into 7 categories as shown in Fig.2. The DCT features v� are constituted by the 
mean and variances of the DCT coefficients in the 7 groups for three color channels. 

 

 
 

Fig. 2 DCT transformation 
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2.3   Determination of Neural Networks Architecture 

Neural networks have been successfully applied in a variety of applications due to its 
merits. The Back-Propagation Neural Network (BPNN) [18] is adopted to perform the 
task of learning image semantics. The following describes a method for determining 
the BPNN architecture.  

Usually, the topology of a BPNN is concerned primarily with the number of hidden 
layers and the numbers of hidden nodes on each hidden layers. The generalization 
ability of a BPNN is closely associated with its topology. It has been shown that a 
three-layered network (one hidden layer) provides enough representational power for 
most nonlinear discriminating decision problems [19]. An inappropriate number of 
nodes in hidden layer would make the BPNN under-fit or over-fit the training data. 
The training error rate usually decreases as the number of hidden nodes grows, which 
only implies that the network becomes more flexible in fitting the data. As the number 
of hidden nodes further increases, the average error rate eventually levels off and then 
increases, suggesting a movement toward over-fitting. Unfortunately, up to date, there 
is no really feasible method for determining the number of hidden nodes so that the 
resulting neural network model owns an optimal property. In this study, we determine 
this important number through experiments. Fig. 3 shows the correlation between the 
number of neurons in hidden layer and average training errors. It can be seen that the 
average training errors decrease from 10 to 50 (hidden nodes), and they vary slightly 
after 50 hidden nodes. Since larger hidden nodes will weaken the generalization 
power of the neural networks, we eventually decide to employ a BPNN with architec-
ture 59-50-6 in our study.  
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Fig. 3 Number of hidden nodes vs. average training errors   

 
The output of the BPNN can be represented with a local or distributed scheme. The 

local representation demands a one-to-one matching between an output class and an 
output node, i.e., each output node represents a unique class. Differently, the distrib-
uted representation uses a cluster of output nodes that jointly represent all possible 
classes. For example, consider a system with 5 classes. The local representation 
scheme would require 5 distinct output nodes, one for each value. For class1, the 
output of the BPNN would be (1,0,0,0,0) and for class 3, the output would be 
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(0,0,1,0,0). The distributed representation way requires only 3 output nodes (e.g., 000 
for class1, 001 for class2, and 101 for class5). The distributed representation is more 
efficient than local representation because it requires fewer nodes to represent the 
same set of classes. However, it is more complex than its counterpart and is not suit-
able to manage multiple outputs. Thus, we adopt the local representation form in this 
work. 

3   Performance Evaluation 

Eighty outdoor scene images stored in JPEG format with twenty-four bits color are 
used in this study. Five classes - tree, sky, mountain, cloud and water are selected 
which are the most common components in natural outdoor scene images. Another 
class “Unknown” is set if the image block cannot be recognized or include more than 
one semantics. Totally, there are six classes. 

According to the preset windows size, we define the semantics in the block. For 
each image, 10 windows are sampled. The locations, the class and the window size are 
stored in a text format as following: 

 
$Pic_10420.jpg
@X=0.335 Y=0.168 Width=0.2 Height=0.2 Class=1
@X=0.322 Y=0.261 Width=0.2 Height=0.2 Class=2
@X=0.672 Y=0.507 Width=0.2 Height=0.2 Class=3
@X=0.513 Y=0.385 Width=0.2 Height=0.2 Class=4
# (End of the image file)

where X and Y are the top-left position of the window. Width and Height are the size 
of the window defined by (1). Class attribute specifies which class this image block 
belongs to. There are total 800 examples generated from the image database, 500 of 
them are assigned as training data and the rest 300 examples are used as the test data. 

In training program, the BPNN runs 2000 epochs with the momentum factor as 0.0 
and the learning rate as 0.1, respectively. The effectiveness of the proposed method 
can be measured by Recall and Precision, which are often referred to together since 
they measure the different aspects of the system performance. Recall measures the 
system’s ability to retrieve relevant items from the database. It is defined as the ratio 
between the number of retrieved relevant items and the total number of relevant items 
in the database. Thus, the recall rate demonstrates the power of a learning system by 
revealing its level of false negatives. Precision measures the retrieval accuracy and is 
defined as the ratio between the number of retrieved relevant items and the number of 
total retrieved items. This measure demonstrates the efficiency of a learning system 
and is closely related to its level of false positives. Table 1 summarizes the recall and 
precision of the performance of the BPNN. At 25% windows size, the network 
achieves the highest recall rate (95.42%) and highest precision rate (96.21%) for the 
training data set. For the test data set, the recall rate (56.31%) and precision rate 
(55.56%) are better than that obtained by using other window sizes, too. 
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Table 1 Performance measures for different window sizes 

Training Data Set Test Data Set 
 Recall Precision Recall Precision 

10% 0.87 0.90 0.47 0.49 
15% 0.90 0.91 0.50 0.52 
20% 0.93 0.93 0.53 0.51 
25% 0.95 0.96 0.56 0.56 
30% 0.94 0.93 0.54 0.52 

 
Table 2 gives a comparison with decision tree techniques (C4.5). The decision 

tree classifier (DTC) is unable to achieved better performance. For example, the recall 
rate for BPNN is 95.42 %. It is much higher than that of DTC, only 62.68%. Neural 
nets can extract nonlinear combinations of features, and the resulting discriminating 
surfaces can be very complex. Those characteristics of neural networks can be very 
attractive than decision tree classifiers where one has to determine the appropriate 
feature subsets and the decision rules at each internal node. 

Table 2 Performance comparison for 25% window size 

 
 
 
 
 
 
Table 3 and 4 summarizes the detailed recall and precision performance of the 

BPNN classifier with 25% window size for the test data and the training data, respec-
tively. 

Table 3 Performance of 25% window size for the test data 

ClassID Miss Cover OAll RAll Recall Precision 
0 12 16 24 30 0.67 0.53 
1 19 50 68 69 0.74 0.72 
2 17 21 56 31 0.38 0.68 
3 18 35 72 57 0.49 0.61 
4 25 14 28 42 0.50 0.33 
5 41 32 52 71 0.62 0.45 

Average     0.56 0.56 

Training Data Test Data 
 Recall Precision Recall Precision 

BPNN 0.95 0.96 0.56 0.56 
DTC 0.63 0.89 0.39 0.43 
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Table 4 Performance of 25% window size for the training data 

ClassID Miss Cover OAll RAll Recall Precision 
0 5 102 104 105 0.98 0.97 
1 0 50 53 51 0.94 0.98 
2 5 74 76 80 0.97 0.93 
3 2 52 54 58 0.96 0.90 
4 2 55 60 52 0.92 1.06 
5 8 145 153 154 0.95 0.94 

Average     0.95 0.96 

4   Conclusion 

This paper presents an empirical study on machine learning approach for automatic 
semantics extraction from visual data. Simulation results demonstrated that about 25% 
block size seems to be an appropriate option for achieving a better result for this im-
age database. Comparative studies showed that neural networks outperform the deci-
sion tree techniques in terms of the recall and precision performance. Although the 
obtained results are not so satisfactory, which may be caused by the use of improper 
visual features, the presented methodology in this paper has its value to help us in 
getting a better understanding about the potentials and limitations of the proposed 
methodology. Further efforts on automatic semantics identification using machine 
learning techniques will focus on feature selection, use of fuzzy classifiers or neuro-
fuzzy classification techniques.  
      Lastly, we point out that an appropriate formulation of the domain problem plays a 
key role in performance evaluation.  
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