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Abstract. In this work, we present substantial enhancements to solve
the stereo correspondence problem using a minimization and regulariza-
tion formulation with a partial differential equations approach. For the
first time it allows to respect occlusions and separation of objects.

We introduce a boundary condition that makes it possible to estimate
disparities of arbitrarily shaped regions and thus to explicitely handle
occlusions. After calculating a dense disparity map, we detect occlusions
and object boundaries, cut the disparity map at these boundaries, and
minimize the energy functional once more resulting in more accurate
estimates. We show that we can achieve a speed up of a factor of four
by rectified image pairs and a correlation based algorithm to calculate
an initial estimate. In addition, a priori knowledge provided as region
of interest or location of object boundaries further improves both the
speed and the quality of the estimation. The results demonstrate that
the quality is greatly improved with the proposed approach.

1 Introduction

Numerous algorithms to solve the stereo correspondence problem have been pro-
posed in recent years. Feature based methods first extract certain corners or line
segments from the images then establish correspondences between them, result-
ing in a sparse disparity estimation [11]. Area based methods on the other hand
can produce dense disparity maps by correlating image patches, which work
well in relatively textured areas, implicitly assuming a locally front-to-parallel
scene [6]. More recently, research focused on energy based methods that minimize
an energy functional including a regularization formulation. These global meth-
ods produce dense disparity maps and do not suffer from regions with low texture
content. They assume a single smooth surface. A recent evaluation showed that
these method yield much better results than feature or area based methods [10].

The problem of current partial differential equation (PDE) formulations,
however, is that they implicitly have to estimate a disparity for every pixel
in the image. As some pixels might not be visible in the other image due to
occlusion the regularization forces a disparity estimate based on the local neigh-
borhood [9]. The regularization leads to smooth artificial connections between
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foreground and background objects. Anisotropic smoothing of the disparities al-
leviates this problem but does not remove it. Furthermore, the regularization
will force wrong disparities in the vicinity of object boundaries even for pixels
that are visible in both images because it has to generate a single smooth surface.

The PDE approach presented in [1] produces an anisotropically smoothed
dense disparity map even in regions with little texture. The authors note that
results are not perfect when occlusions are present as is the case in almost all
complex images. The goal of this paper is to build on the anisotropic energy based
method, but to respect occlusions and object separation. This will result in more
accurate disparities at object boundaries. It is therefore necessary to be able
to estimate disparities for arbitrarily shaped image regions possibly containing
holes.

The remainder of this paper is organized as follows. In section 2 we first
describe the energy based method presented in [1] on which our new approach is
based. We then introduce a boundary condition in section 3 which allows various
enhancements and improvements over the original algorithm as presented in
section 4. Experimental results are given in section 6. Finally, conclusions and
an outlook are given in section 7.

2 Disparity Estimation

The algorithm of [1] produces dense disparity maps using global anisotropic
diffusion. The authors make use of the epipolar geometry to better estimate
disparities. The point z’ corresponding to a pixel z in the one image has to lie
on its epipolar line, which can be described by the following equation

'TFx =0, (1)

where F' is a homogeneous 3 x 3 matrix known as the fundamental matrix [4].
Assuming that corresponding pixels in the two images have equal color values,
we seek a vector function h(z,y) := (u(x,y),v(z,y))" such that

L,(.T,y) = I{(I + U(I,y),y + U(I7y)) i=1,2,3, (2)

where I; respective I/ represent the 3 color channels of image I respective I’.
The following auxiliary functions are defined:

a(z,y) = fur + fizy + fis,

b(z,y) = for7 + faoy + fo3, (3)

c(z,y) = far12 + fa2y + fa3,
where f;; are the entries of the fundamental matrix. The epipolar line is param-
eterized using a function A(z,y), then the disparity term depends just on one
parameter.

To estimate the disparities A(z,y) , the following energy functional is mini-
mized:

E(A) = Ep(A) + Es(A). (4)
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The data term Ep is defined as

3
En(\) = Z/(Ii(x, y) = I (2 + u(X), y + (V) dedy (5)
=179
while the smoothness term Eg is
Es(\) =C / (VA) ' D(VIaz)VAdzdy (6)
(9]

where (2 is the image domain and C is a positive constant and the matrix
D(V1az) is given by:

1 %M %M T ,
D Imam e Y y y Id
(v ) | Vi |2 +20/2 |:_818W;0T:| |:_6]m{w:| +v (7)

ox

where Id is the identity matrix and

Ve (z,y) = {VI,(x,y), such that
HVIio(xvy)H > HVIZ(‘T7y)|| Vi = 13273)}'

The energy functional establishes a balance between the equality of the
pixel intensities of corresponding points and the regularity of the disparity. The
smoothness term is anisotropic. In regions with homogeneous intensities dispari-
ties are smoothed in all directions, in areas with color edges smoothing is mainly
along the edge not across it. To compute the minima of the above functional the
associated Euler-Lagrange partial differential equation is used.

Applying a gradient descent method to the Euler-Lagrange equation requires
to solve the following parabolic differential equation:

% — C div(D(Vies)VA)

ARPR %
+¥ (1) - @) - (%) (%(gz) (=)

Its asymptotic state for ¢ — oo gives the estimated disparity. The authors
of [1] have proven that if I,I" are sufficiently regular functions, there exists a
unique solution of that equation for any initial solution. To calculate the dis-
parities, the parabolic differential equation is approximated by finite differences.
The resulting linear system of equations has a tridiagonal structure and is solved
iteratively with a symmetric Gaufl-Seidel algorithm. The linear implicit scheme
allows using large time steps in order to increase the convergence rate. For more
details refer to [1].

615



Proc. VIIth Digital Image Computing: Techniques and Applications, Sun C., Talbot H., Ourselin S. and Adriaansen T. (Eds.), 10-12 Dec. 2003, Sydney

3 Boundary Condition

Every pixel with less than eight neighbors is a boundary pixel. The algorithm
of [1] assumes a complete 8-neighborhood. These neighbors are used to calculate
the finite difference approximations of the second derivatives in the smoothness
term. If one of these eight neighbors is not present the algorithm cannot compute
the smoothness term.

Therefore we introduce a boundary condition. We use the Neumann bound-
ary condition so pixels on the boundary can have locally varying values and no
energy will be transferred across the boundary: 9f/dn = 0.

It becomes necessary to uniquely determine the direction of the boundary
normal to be able to compute the derivative of the boundary normal. Arbitrar-
ily shaped areas (that result from user defined regions of interest or because
occluded pixels have been eliminated) can lead to non-unique normals of bound-
ary pixels. Prerequisite for a unique direction is a connected boundary in the
8-neighborhood, where connected means that all valid pixels are vertically or
horizontally linked. Furthermore, an 8-neighborhood may contain a maximum
of 5 invalid pixels. If one of these criteria is not met, the pixel will be marked as
invalid. This procedure is iterated until there are only valid pixels. This process
may invalidate pixels, but guarantees that we can apply the Neumann boundary
condition.

Using central differences to compute the derivatives of the boundary normal
requires support points which lie in invalid regions. We mirror existing values at
the boundary normal to fill these missing values, then use these central differ-
ences to approximate the Neumann boundary condition.

4 Proposed Method

4.1 Initial Estimate

In general, the solution of the Euler-Lagrange partial differential equation will
not be unique. Thus, the necessary initial disparity estimate should be close to
the true disparity in order to avoid convergence to a local minimum. The authors
of [1] propose a pyramidal strategy. The algorithm as described in section 2 is
applied to each level of an image pyramid, where the initial estimate for each
pyramid level is extrapolated from the result of the previous level. This approach
yields good results but is quite time consuming.

Instead, we propose an efficient correlation based stereo algorithm [6] as basis
to compute the initial estimate. The resulting disparity map will be sufficiently
accurate to serve as a starting point for the energy based estimation. However,
the correlation based stereo algorithm typically does not produce estimates for
all pixels in the image due to occlusions or texture-less regions. Assuming it
is better to produce a sparse disparity map than a wrong one, the correlation
based algorithm tries to eliminate false matches with a left to right consistency
check and uniqueness validation. This disparity map must be filled since we need
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estimates for every pixel in the image in order to be able to apply the iterative
algorithm described in section 2.

We assume that the disparity map is based on the left image. In this case,
scene points that are only visible in the left image and occluded in the right
image can only appear at the left side of objects. Therefore, missing estimates
are assigned to the background in the following way: each missing estimate is set
to the closest available estimate to the left of it, if there is no such estimate its
value is set to the closest available estimate to the right of it. Afterwards, still
missing estimates are filled from the top respectively bottom of the image.

4.2 Rectified Images

Our correlation based algorithm uses rectified images [7], which is essential for
an efficient implementation. The fundamental matrix for rectified images is sub-
stituted into (3), which leads to a simpler formula, because some terms in the
LSE can be dropped.

Note that rectified images usually contain a priori known regions that cannot
be matched into the other image, since the epipolar lines for these pixels do not
intersect the other image. Time spent on calculating disparities for these a priori
known regions is wasted. This is one reason for the introduction of a region of
interest, see section 4.5.

4.3 Occlusion Detection

Occlusions occur in almost all complex images. Yet there is no perfect way to de-
tect them [3]. Occlusions influence our image understanding regarding distance
estimation and object segmentation [2]. It is necessary to detect occluded image
areas because it is not possible to compute disparity estimates in these regions.
In global methods the smoothness term plays a dominant role in occluded ar-
eas. Discontinuity preserving methods allocate the occluded region partly to the
foreground object and partly to the background object with a steep disparity
gradient in between which introduces an artificial edge in the 3D-reconstruction.
A comparison of methods to detect occlusions can be found in [3].

The algorithm of [1] does not model occlusions which leads to large errors
in the disparities of occluded pixels and also in their neighborhood. Although
occluded pixels do not have corresponding pixels in the other image, the algo-
rithm must yield an estimate for their disparity, which is largely derived from the
smoothness term, trying to find correspondences so that the energy functional
is minimal. If the disparity gradient is very large at pixels close to boundaries,
the smoothness term will lead to wrong, locally smoothed disparities at those
pixels.

For the results in this paper, we use a combination of the bimodality method
and the “matching goodness jumps” method to detect occlusions. The bimodal-
ity method [5] uses the fact, that occlusions occur at disparity edges. Since we
assume that our disparity maps are based on the left image, occlusions can only
occur in areas where the disparity gradient is positive. This identifies possible
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locations of occlusions but does not help us in identifying the size of the oc-
cluded region, i.e. we do not know how many pixels left of the detected location
are occluded. To overcome this problem we use the “matching goodness jumps”
method, which states that bad matching pixels have a high probability of being
occluded. We examine for every scanline pixels left of large positive disparity
gradients. If the color intensity difference lies above a threshold, the pixel will
be added to the occluded area and we continue in the same way with the next
pixel left of it. The occluded area ends as soon as there is a pixel which is being
judged as not occluded.

4.4 Object Separation

The smoothness term forces a smooth surface over the entire image. Although
the method uses anisotropic diffusion respecting discontinuities, foreground and
background objects still become artificially connected. However, the disparities in
the vicinity of object boundaries will have much steeper gradients as if one would
use isotropic smoothing. This makes it well suited to detect object boundaries.
If we are able to detect these boundaries, we can “cut” the disparity map at
these locations, introducing new boundary pixels in the problem formulation.

One expects the smoothness term to relax the surface at the object bound-
aries, if one takes the resulting disparity map as new initial estimate and then
minimizes the energy functional. The algorithm then does not force a smooth
surface over the disconnected pixels, so disparities should converge to their true
value. This will result in more accurate estimates.

The disparity gradient serves us as a criterion where to cut the disparity map.
If the gradient is above a threshold the disparity map is cut at that location.
The threshold is determined from the global gradient histogram. This way we
try to cut the artificial connection of objects at their greatest disparity gradient.

4.5 Region of Interest

Sometimes one might be interested in only a certain region of the image. Exclud-
ing pixels from the calculation will accelerate the algorithm. Image preprocessing
may already exclude uninteresting image areas, but this way only rectangular
areas may be selected. Since we are now able to compute disparities for arbitrar-
ily shaped regions, a more detailed selection can be done. For example, a circular
region may be selected for stereo endoscope images. The lens undistortion and
rectification stage may give another criterion for a region of interest.

We implemented an automatic background detection for images of objects in
front of a uniform background. This is useful, for example, in turntable sequences
to extract the object of interest.

Furthermore, a priori knowledge of object boundaries can be included in a
straight forward way. We simply remove pixels on the boundaries from the region
of interest. This will automatically disconnect the disparities along the boundary
and will help to improve the quality of the results.
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5 Algorithm Summary

Having described all enhancements to the original approach, we are now ready
to summarize our complete algorithm. The steps of the algorithm are:

1. Rectify the stereo image pair if the camera system was not in standard
geometry.

2. Compute initial disparities using an efficient correlation based algorithm.

Optionally perform background detection and respect user provided region

of interest.

Minimize the energy functional with boundary condition.

Detect occlusions as described in section 4.3.

Cut the disparity map along disparity gradients to separate objects.

Minimize the energy functional with boundary condition to relax disparities

at object boundaries.

©w
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6 Results

All calculations for this paper were performed on a Pentium III at 800MHz
with 512MB RAM. We used the software of [8] and our own implementation
for the proposed algorithm to compare the two methods. First, we examine
the time of the pyramidal strategy versus the correlation based method for the
computation of the initial disparity estimate. Columns 3 and 4 of table 1 list
the times needed to obtain the initial disparity estimates for a few image pairs.
The window size was 7 x 7 and the disparity range was set to -50 to 50 for
the correlation based algorithm. Both methods have runtime proportional to
the image size. The correlation method is significantly faster, and disparities at
object edges are not smoothed as in the pyramidal approach. However, missing
disparities must be filled with guessed values as described in section 4.1.

Table 1. Execution times.

Image Size  Pyramid Correlation Non-Rectified Rectified

Synthetic 285 x 206 15 sec < 1 sec 35 sec 11 sec
Tsukuba 384 x 288 28 sec < 1 sec 90 sec 30 sec
Dinosaur 761 x 595 100 sec < 3 sec 450 sec 136 sec

A further significant speed up was possible due to the simplification that
arose because we use rectified images. The speed up could be achieved because
the simple geometry of rectified images allowed to eliminate some terms and
now only a linear instead of a bilinear interpolation of the original algorithm
is necessary. Columns 5 and 6 of table 1 show the timings for step 4 of our
algorithm. Using rectified images increases the speed of the algorithm by a factor

619



Proc. VIIth Digital Image Computing: Techniques and Applications, Sun C., Talbot H., Ourselin S. and Adriaansen T. (Eds.), 10-12 Dec. 2003, Sydney

of three. Including the time needed for the calculation of the initial disparity map,
the new algorithm is four times faster than the original. Computation time can
be even further reduced if it is not necessary to compute disparities for every
pixel of the image.

Table 2. Runtimes with and without region of interest.

Image ROI Full Image Restricted

Synthetic 63.5% 11 sec 10 sec
Endoscope 46.1% 34 sec 24 sec
Dinosaur 15% 136 sec 61 sec

Table 2 illustrates the speed up of restricting the area for the calculation. As
expected, calculation is faster when the area can be restricted, however the speed
up is not proportional to the percentage of excluded pixels. Although 85% of the
pixels could be excluded for the dinosaur image, only a speed up of about 55%
could be achieved, because the number of forward and backward eliminations in
the Gauf-Seidel method may vary due to different initial estimates.

The result of the occlusion detection and the object separation can be seen in
figure 1. Our algorithm could detect most occluded pixels, however it also marks
more pixels as occluded than necessary. The proposed method emphasizes on
speed and results in a reasonable occlusion detection. However, any other method
to detect occlusions may be used in step 5.

Fig. 1. Occlusion detection and object separation. One image of the stereo pair (left),
disparity map with occlusions marked red (middle), and disparity map with occlusions
and object separation marked red (right).

The cuts in the disparity map created by step 6 of our algorithm greatly
improve the results because they disconnect foreground and background objects
and enable a more accurate estimation of the disparities in the vicinity of the
cuts. Occlusion detection and cutting the disparity map both work towards this
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goal. For better visualization, we use a random dot stereogram to demonstrate
the qualitative improvements of our approach. The stereogram contains two
distinct disparity levels, a square elevated over a plane. Figure 2 shows from left
to right 3D-models generated from the disparity maps of the original algorithm,
of our approach with automatic occlusion detection and object separation, and
of our approach with ideal occlusions and object separation. The image on the
right of figure 2 illustrates that a priori knowledge clearly improves the quality
of the results even more. In this case the location of occluded pixels and the
object separation was provided as region of interest.

Fig. 2. 3D-models generated from disparity maps. Result of original algorithm (left),
our proposed method (middle), and our method with ideal occlusions and cuts (right).

Figure 3 shows a plot of the disparities along a scanline through the center
of the stereogram for the original algorithm and for our proposed method. The
dotted line shows the smoothed disparities of the original algorithm. The solid
line represents the disparity estimates of the proposed method. After the occlu-
sion detection (notice the gap between the disparities for pixel 59 and 70) and
object separation the disparities relaxed to their true values and the two objects
became disconnected.

o MmeEOD
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Fig. 3. Disparities along a scanline through the center of the stereogram. Original
algorithm (dotted) and proposed method (solid).

The occlusion detection and the object separation generate new boundary
pixels. The disparities in the vicinity have not yet adjusted to the new situation.
Although the iterative disparity estimation is executed a second time, we found
empirically that about half the number of iterations of the first step is sufficient
because the disparity estimates already converged except for pixels in the vicinity
of the newly introduced boundaries. As a rule of thumb, step 7 of our algorithm
increases the total computation time by about 30%.
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7 Conclusions

We have presented an algorithm to compute stereo correspondences for color
images based on the algorithm presented in [1]. The use of a boundary condition
as proposed in this paper enables us to dissect the disparity map and therefore
to explicitly handle occlusions and to disconnect objects at their boundaries.
Thus there is no smoothing over object boundaries provided they are correctly
detected. This results in more accurate disparity estimates.

Using an efficient correlation based stereo algorithm to calculate the initial
estimate speeds up the calculation significantly. The simplifications in the dis-
cretized parabolic equation due to the standard geometry of rectified image pairs
further increased the speed by a factor of three.

The occlusion detection used in this paper is fast and simple but may discard
too many pixels. To further improve the algorithm, one could use another strat-
egy to detect occlusions. The simple implementation of the separating stage may
introduce cuts more than one pixel wide. Cutting only at the steepest location
would result in a slightly denser disparity map.

The proposed algorithm is faster and more accurate than the one presented
in [1]. It may be used if accurate, dense disparity maps are required and com-
putation time of about a minute for a PAL image can be tolerated.
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