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Abstract. The deblurring of Gaussian blur by inverting the action of the 
diffusion equation has long been known. This technique is interesting but 
without much practical application since the images have to be blurred by 
convolution with a Gaussian to be "de-blur-able" with this technique. In 
this paper we investigate the possibility to use this blurring-deblurring 
process as a pre-post-processing step in classical image compression. It is 
known indeed that the compressibility of an image increases with the 
blurring, with a relation between compression ratio (CR) and the blurring 
scale, sigma (σ ), which we show to be roughly linear. So, by pre-
processing and image with Gaussian blurring before compression, the CR 
will increase. The technique of deblurring Gaussian blur is then used as a 
post-processing step after decompression. Of course, quantisation of the 
blurred image prior to deblurring decreases the quality of the deblurring, 
introducing new errors. Hence, the quantisation step introduced by the 
compression algorithm also affects the deblurring performed in the post-
processing step, resulting in a smaller Peak Signal to Noise Ratio (PSNR). 
In this article, the complementary effects of increased CR and decreased 
PSNR on the PSNR/CR-curve of various compression algorithms are 
studied in function of sigma, of the order of the deblurring, and of the 
compression technique. 

 

1 Introduction 
 
A large variety of image compression algorithms have been developed over the years. 
In this paper we take a special look at one possible approach in image compression, 
based on the following three premises: 1) smooth images can be compressed much 
more efficiently than images with a lot of (high-frequency) details; 2) high-frequency 
details can be removed with appropriate low-pass filtering, but of course this introduces 
blurring errors; 3) Gaussian blurring can efficiently be de-blurred using the approach in 
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[1] and [2]. The whole question is: how do the loss of image quality introduced by 
blurring, the gain in compressibility introduced by blurring, and the gain in image 
quality introduced by deblurring, mutually relate? 

To analyze each of these factors, we will refer to the three different processes 
mentioned in Figure 1. A number of parameters and choices are to be made: 1) choice 
of the image; 2) choice of the compression algorithm; 3) compression ratio (CR), bit 
rate (bbp) or quality factor (Q) used during compression; 4) amount of blurring (σb); 5) 
order of deblurring (R); 6) sigma value used for calculating the derivatives to do the 
deblurring (σd).  
 In this paper, we will first examine the clues as to the success of the idea. 
Next, we will present experimental results highlighting the importance of each of the 
parameters. Following this, we will discuss the results and present conclusions and 
clues for future work. 

 
Fig. 1. Starting from an input image A, the classical approach to compression is given in the first 
branch: compression, followed by decompression, resulting in an image C which is an 
approximation of A. The techniques introduced in [1] are given in the second branch: Gaussian 
blurring with variance σb, resulting in an image B, followed by deblurring, resulting in an image 
D. The approach proposed here is presented in the third branch: pre-process the image to be 
compressed with a blurring step and post-process with a deblurring step. E is the decompressed 
blurred image, and F is the deblurred version of E. 

 

2 Motivation 
 
In this section, we will analyze each of the three premises more in-depth. We will base 
our discussion on Figure 1, and present some graphs supporting the ideas presented in 
the premises. In the present paper, we are not necessarily interested in the absolute 
performance of the compression algorithm, but in the improvement that the proposed 
pre- and post-processing step (blurring and de-blurring) could bring about. Hence, we 
chose for two very basic compression schemes. The first one consists of calculating the 
Discrete Cosine Transform (DCT) of the image and thresholding the coefficients. The 
ratio of image size to number of non-zero coefficients can be taken as an approximation 
to the CR. The second one is the plain JPEG compression algorithm from Independent 
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JPEG Group (IJG) [4], with a quality factor Q to tune the CR. Taking into account that 
most processing was done in Matlab®, all the images were converted to floating-point 
representation and rescaled to values between 0 and 1. 
 First premise: smooth images can be compressed much more efficiently than 
images with a lot of (high-frequency) details. This makes a lot of sense, since the sharp 
details in the image produce many high-frequency components in the transformed 
domain (be it DCT or DWT(Discrete Wavelets Transform)), hence many significant 
coefficients which all have to be encoded.  
 Second premise: high-frequency details can be removed with appropriate low-
pass filtering, but of course this introduces blurring errors. Simply put, low-pass 
filtering removes exactly the high frequencies that take up a lot of cost to encode. To 
illustrate how strong the effect is, we refer to Figure 2(a) for DCT compression, and 
Figure 2(b) for JPEG compression, where the classical Lena image [5] was blurred with 
successively larger values of sigma, and then compressed - this in comparison with the 
compression of the original Lena image. Referring to Figure 1, we compare the 
compressed blurred image E with the blurred image B, and for the classical approach 
the compressed image C with the original image A. The gain in compressibility is of 
course dependent on the image and the algorithm used, and on the CR. In this case, we 
notice a gain of 2 to 15 dB for σ = 1, and 12 to 35 dB for σ = 4, depending of the CR. 
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(b) 

Fig. 2. Improved compressibility of the Lena image as it is being blurred with Gaussian blurring 
with: (a) DCT image compression algorithm, (b) JPEG image compression algorithm. 
 
Of course, blurring also degrades the image quality. The severity of this degradation is 
illustrated in Figure 3, where PSNR were calculated between the original and blurred 
image in function of σb. Referring to Figure 1, this means comparing the blurred image 
B with the original image A. We notice a loss of 11 to 16dB for σ between 8 and 1. 
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Fig. 3. Loss of quality as a result of Gaussian 
blurring, in function of the amount of blurring. 

 

 
Third premise: Gaussian blurring can efficiently be de-blurred. The approach 

proposed in [1] and [2] is based on a Taylor expansion of the image along the scale 
axis, and following the expansion in for negative scales, i.e. de-blurring. This Taylor 
expansion has the following shape: 
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whereby L(x, y; t) is the image, with x and y the spatial coordinates and t the scaling 
parameter. The derivatives to the scale can easily be calculated using the diffusion 
equation: 
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Hence, the scale derivatives can easily be calculated as combinations of spatial 
derivatives, which, in turn, can be calculated as convolutions of the input image with 
the derivative of the Gaussian: 
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The deblurring process depends on two parameters: the amount of blurring 
used to calculate the derivative operators (which should logically be as small as 
possible), and the order to which the Taylor expansion is carried. In the case of 3rd 
order expansion (R = 3), we come to following expression, with derivatives up till the 
6th order (from the diffusion equation we notice that an nth order derivative along the 
scale corresponds to a combination of spatial derivatives of order 2n): 
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Original image 

 
Blurred image with 2=σ  

 
Deblurred image with R=1 

 
Deblurred image with R=2 

 
Deblurred image with R=4 

 
Deblurred image with R=8 

 
Fig. 5. Comparison of the original Lena image, blurred Lena image (sigma=2), deblurred Lena 
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We now want to evaluate the quality improvement brought about by this type of 
deblurring, depending on the amount of blurring originally introduced (σb) and on the 
order of the deblurring (R). Referring to Figure 1, this means comparing images D and 
A. We see that as the order increases, the quality of the deblurring improves, with 
roughly +1dB for R=1, +1.5dB for R=2, +2dB for R=4, and +2.5dB for R=8. 
  

PSNR vs sigma (sigma deblur=2)
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Note: R=1 means D-A with order 1, R=2 means 
D-A with order 2 and so on. 
 
Fig. 4. Improved quality as a result of 
deblurring Gaussian blur, in function of the 
amount of blurring, for different values of the 
order of the deblurring, expressed in RMSE 
(left) and PSNR (right). 

 

 
Putting it all together, it seems like we lose 12dB to 16dB by blurring, but 

improved compressibility gives us a gain of 2dB to 25 dB, and deblurring can added 
1dB to 2.5dB, resulting in a global gain of up to 16dB for σ=4 and R=4, as illustrated in 
Table 1. 

 
σ =1 σ =2 σ=4  

CR=10 CR=50 CR=10 CR=50 CR=10 CR=50 
Blurring -16dB -14dB -12dB 
Compression 
gain 

+5dB +2dB +15dB +5dB +25dB +12dB 

deblurring +1dB to +2.5dB 
Expected 
gain 

-10dB to  
-8.5dB 

-13dB to 
-11.5dB 

+2dB to 
+3.5dB 

-8dB to 
 -6.5dB 

+14 to 
+16.5dB 

+1dB to 
+2.5dB 

Table 1. Expected lose and gain in PSNR in function of σ, CR and R image (with order 
R=1, 2, 4, 8). 
 

However, it is to be noticed in this context that the reconstruction procedure is 
very sensitive to noise. In particular, since practically all digital images are saved in 
integer format, the saving of the blurred image before deblurring would result in a 
rounded-off image B, which we will designate as ˆ . The deblurring of such a rounded-
off image will be of much poorer quality - even becoming unstable for higher values of 
σb and/or R, as can be seen in Figure 6. In [2], the author wisely remained within the 
low range of initial blurring, where no instability is noticed until a much higher order 
(according to his results, until a 32nd order). In this case, referring to Figure 1, images 
ˆ  and A are being compared. 
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PSNR vs sigma (rounded, sigma 
deblur=2)
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Note: R=1 means ˆ -A with order 1, R=2 
means ˆ -A with order 2 and so on. 
 
Fig. 6. Quality of de-blurring Gaussian blur 
after rounding off the blurred image, in 
function of the amount of blurring, for different 
values of the order of the deblurring. 

 

 
All in all, it seems that one would loose 0.5dB to 2dB in image quality but gain 15 

dB in compressibility by blurring the images as pre-processing step to compression, 
while gaining another 1dB to 2dB by de-blurring the image as a post-processing step. 
Let us now see how it all fits together. 
 

3 Results 
 
Referring to Figure 1, we will now follow the third branch, which is the complete 
processing: blur the image as pre-processing step, compress-decompress it, and then 
de-blur it. Figures 7 and 8 show the typical evolution of the PSNR: a first plot shows 
the compression performance without pre- or post-processing (image C from Figure 1 
compared with image A); a second plot with only the pre-processing step (image E 
compared with image A); and a third plot with both pre- and post-processing (image F 
compared with image A).  
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Note: R=1 means F-A with order 1, R=2 
means F-A with order 2 and so on. 
 
Fig. 7. Influence of pre- and post-
processing on the quality of the 
thresholded DCT as image compression 
algorithm. 
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PSNR vs CR (sigma blur=2)

34

36

38

40

42

44

46

48

50

52

3.
23

24

11
.4
339

16
.1

419

20
.2
022

27
.9

233 CR

P
S

N
R

C-A

E-A

R=1

R=2

R=4

 

PSNR vs CR (sigma blur=2)
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Note: R=1 means F-A with order 1, R=2 means F-A with order 2 and so on. 
Fig. 8. Influence of pre- and post-processing on the quality of the JPEG image compression 
algorithm. 

To evaluate the influence of the different parameters on the results, Figures 9 
give the results of the modified compression algorithms (with pre- and post-processing, 
i.e. image F compared to A) for different values of the initial blur (σb) and of the 
deblurring order (R) for both compression algorithms. 
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PSNR vs CR (R=2) 
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PSNR vs CR (R=4) 
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Note: s1  means F-A with sigma=1, s2  
means F-A with sigma= 2, and s3 means F-A 
with sigma=3.. 
Fig. 9. Influence of pre- and post-
processing on DCT image compression 
algorithm for different values of sigma 
(σ = 1, 2, 4) in the preprocessing and 
different values of the order in 
deblurring (R=1, 2, 4) in the post-
processing . 

4 Discussion 
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The results seem to be discouraging: far from improving the quality of the 
decompressed image, the de-blurring only degrades it further. The explanation for this 
can be found in Figure 6 and in the JPEG compression algorithm from IJG [4]. The de-
blurring process was shown to be sensitive to rounding off of the floating-point values 
of the blurred image. In our processing chain, however, TWO such quantisation steps 
can be observed.  
 First, there is the unavoidable quantisation of the DCT coefficients. However, 
for low CR (high Q values), it would be expected that these rounding-off errors should 
be under control. However, the results remain discouragingly poor. 
 Second, the JPEG compression algorithm from IJG [4], like most of the 
compression algorithms available, work with integer input images, since - as noted 
earlier - most images are saved under integer format. Hence, we are faced with a 
DOUBLE quantisation step: one that rounds off image B to ˆ , and a second one in the 
compression mechanism itself. This double quantisation is too much and makes the de-
blurring algorithm altogether unstable. 
 To illustrate this point, the experiment of Figure 6 was re-done with coarser 
and finer quantisations. Figure 6 showed the results of rounding off the values of B to 
256 possible values before deblurring. Figure 10(a) shows the same process with 1024 
output levels, and Figure 10(b) with 64 levels. It is clear that coarser quantisations lead 
to more instability in the reconstruction. 
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PSNR vs sigma (rounder, sigma 
deblur=2)
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Note: R=1 means F-A with order 1, R=2 means F-A with order 2 and so on. 
 
Fig. 10. Quality of de-blurring Gaussian blur after rounding off the blurred image to (a) 
1024 input values, (b) 64 input values in function of the amount of blurring, for 
different values of the order of the deblurring. 
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5 Conclusions 
 
It seems a promising idea to improve a compression algorithm by pre-processing it 
with a Gaussian blurring step so as to improve compression performance, and post-
processing it with a Gaussian de-blurring process to reduce the error in the image. 
However, the double quantisation occurring first at the input of the compression 
algorithm, next as a necessary step in any lossy compression algorithm, seem to defeat 
the expected results. 

Two possible avenues should still be explored. First, the modification of the 
compression algorithm so as to take floating point images as input. This would 
eliminate the spurious quantisation at the entrance of the compression algorithm.  
 Another possibility would be the use of a lossless compression algorithm. 
However, any lossless compression algorithm could only work on integer images. 
Hence, the quantisation step inside the compression algorithm would be avoided, but 
not the one which round of the blurred image. 
 By pursuing both avenues, it would be possible to determine which of the two 
quantisation steps is the most detrimental to the proposed pre- and post-processing step 
for improved image compression. 
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