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Abstract--A new concept of e-shop isintroduced. Existing e-
shops are very much like the dasdcal catalog marketing,
offering potential customers a catalog of merchandise
choices and expeding placement of purchase orders in
return. The atmosphere of physical shopping, like having
other fellow shoppers nearby, watching in live form what
merchandises they crowd in to buy etc., are absent. We
propose an e-shop that is constructed directly from, and in
fact co-existing with, a physical shop. The eshop has a
number of cameras installed in the physical shop, and it
allows e-shoppers to perceve all the actions taking placein
the physical shop through internet transmisson of the video
data captured by the ameras. The key problem to solve in
implementing the proposed e-shop is how to determine the
intended viewpoint change or the intended merchandise-to-
purchase of the eshoppers. Using supermarket as an
example, we propose a framework to tackle the problem.
Experimental resultswith real images are also presented.

I ndex terms—e-shop, view matching, homography

l. INTRODUCTION

The popularity and advancement of internet in the last
decale has helped generate and make possble anumber
of new concepts on traditional pradices. A goodexample
is e-maili ng for delivering mails. Other examples include
e-commerce for marketing and money transadions, tele-
conferencing, and e-shoppng. This paper is about a new
concept of e-shopping that is further evolved from the
current e-shoppng.

The aurrent e-shopping, aso cdled virtual shoppng by
some, typicdly consists of a web site with a list of
merchandises (and perhaps also pictures of them) for
shoppersto browse and make purchase request of through
the internet. However, looking at the concept more
closely, one oould find that the whole setup is not very
much different from that of caaog marketing started
decales ago; the major difference is perhaps the shorter
turnaround time between the delivery of merchandise list
to the austomers and the recept of purchase requests from
them, due solely to the faster speed of internet
communication. Many essences of physicd shoppng,
including the @mosphere of having other fellow shoppers
neaby, watching in live what merchandises they crowd in
to buy, owning the luxury of pushing the trolley around in
a supermarket without having a particular merchandise to
buy initialy, and so on, are ésent. Such essences of
physicd shopping is however regarded by many as what
make shopping enjoyable. The essences could also play a
positive role in boasting the visit rate of the shoppng site

as well as the purchase rate of merchandises due to the
“crowd” effed of shoppng they might induce. Some of
the aurrent e-shops might have threedimensional virtual
spacefor customers to navigate within, but then all that is
perceivable is dill synthetic, and the @ove-mentioned
esences in such virtual shops are still no match with
those in physicd shops.

In this paper we propase anew concept of e-shoppng that
provides customers the perception of physicd shoppng.
We propase to have eshop constructed diredly from, and
in fad co-existing with, a physicd shop. Customers
would be ale to navigate in a physicd shop, perceiving
the presence of other physicd shoppers and everything
else that would be felt in physicd shopping, except that
they need not be physicdly there in the shop.

We have threegoals to med in the eshop we propose;

1. It adlows customers to navigate within the
physicd shop, perceving all physicd presence
and adions that happen in the physicd shop asif
they were physicdly there.

2. It alows customers to seled merchandises and
make purchase request of them.

3. It dlows concurrent shoppings of multiple
customers, ead customer having hisher own
navigation route in the eshop.

In this paper we describe how we materiali ze the mncept
using supermarket as an example. We dso present some
preliminary experimental results we have obtained in our
implementation.

. THE VIEWPOINT-CHANGE PROBLEM

The aove threegoals we set out to achieve point to an e-
shop that is built from a physicd shop equipped with
cameras. With cameras, image data of both the
merchandises (in a form they should appea in a physicd
shop) and the physicd shoppers can be taken and
transmitted to the eshoppers, thus offering the eshoppers
the @amosphere of physicd shopping.

There ae two schemes for an e-shopper to move his
viewpoint within the physica shop. Oneisto alow the e
shopper to remotely control the panning, tilting, and
zooming degrees of freedom of ead camera, so as to
simulate the visual effed the austomer would perceve
should he move aout physicdly in the shop. The other is
to equip the physicd shop with a dense net of cameras ©
as to have almost every possble viewpoint in the shop for
the eshopper to choose from. An e-shopper at any given



time would then have aparticular camera & his current
window (“eye”) to the physicd shop, and any “e”-
movement of his would correspond to a dhange of the
camera asgned to him.

However, if concurrent shoppings of multiple eshoppers
are to be dlowed, the only choice is the latter scheme,
since there could be multiple austomers feking the same
viewpoint, and concurrent reading accesses of a canerd’s
image data ae far more plausible than concurrent motion
control accesses of a canera.

To summarize, our materialization of the proposed e-shop
consists of a physicd shop equipped with cameras
everywhere. Eadh e-shopper at any given time would
have aparticular camera & his current viewpoint, and he
is allowed to switch his viewpoint aaoss the net of
cameras, ead time from one canera to one of the
neighboring cameras. With the eshop co-existing with a
physicd shop, whatever observable in physicd shopping
will also be perceivable in e-shoppng.

The key problem to solve in implementing such an e-shop
is how we determine the intended change of viewpoint,
say from a wide-ange view between two shelves to a
close-up view of a particular merchandise on one of the
shelves, of eat e-shopper. The problem is smpler if the
physicd shop is gructured so that it could be enforced at
al time that eath merchandise is designated a spedfic
position in a spedfic orientation on a spedfic shelf. That
way the cameras in the shop can eat be positioned to be
responsible for a particular function or merchandise. For
instance, camera Cijx is responsible for giving the kth
distant view of the corridor between shelves i and j, and
camera C,, is responsible for giving a dose-up view and
accepting purchase request of merchandise m. With all
these preset positions of the merchandises as well as the
cameras, for any view (say image Iy of camera Cjy)
within the shop, we @uld pre-determine which spat in
that view is responsible for which merchandise axd which
camera is responsible for giving close-up view and
receving purchase request of that particular merchandise.
If e-shopper e has view Iy as his current view, and he
mouse-clicks a position around (Xy,Ym) in the view, we
know he intends to grab the view of camera C,, (which
shows merchandise m) in the next instant.

However, the @ove scheme would mean that most of the
physicd shops we have now on the market have to go
through a major restructuring before they could have their
eshop lrothers. The flexibility in adjusting the
merchandise layout of a shop in acmrdance with the need
is aso lost; shop attendants could no longer move the
merchandises to whatever position and refill them in
whatever way and quantiti es they seefit.

Thus in our proposed e-shop we have this additional
design requirement: the m-existence of the eshop should
induce minimum disturbance to the operation of the
asciated physicd shop. In particular, shop attendants
should be free to operate the shop and adjust the
merchandise layout as if the eshop krother does not exist.

The alditional requirement implies that our e-shop daes
not know a priori “what” merchandises are observable in
“which” image positions in the fields of view of “which”
cameras. The key problem we have to solve is then how
we determine the intended viewpoint change of an e
shopper at his mouse-clicking of position (xy) in his
current view | (of camera C). Since aviewpoaint change
must be gradual geometricdly, we uld reduce the
choices to only the views of those cameras that are in the
proximity of camera C. Information on the wlor intensity
histogram of image | could aso help reduce the dhoices.
Nonetheless in general, ambiguity over a number of
cameras gill remains.

The problem of viewpoint maneuvering can be solved by
having a mapping from the mouse-cli cks and mouse-drags
to the neighborhood relationships of the cameras. For
example, a mouse-drag to the left on the screen could be
interpreted as a switching of viewpoint from the airrent
camera to the canera on the left. The drawbadk of this
approach is, al viewpoint changes have to be very
gradual; the eshopper cannot simply mouse-click on his
screen a merchandise @ the far end of a shelf in order to
leg his viewpaint to there, but has to move one view-
step at atime. More importantly, since cameras (and thus
camera views) are not asciated with merchandises,
making purchase request based upon what is visible on
the screen is not possble. Even if there is only one
merchandise displayed on the screen, an e-shopper cannot
just mouse-cli ck the screen for pladng the purchase order.

The problem of determining the camera view (or the
merchandise template in the cae of acceting purchase
order) that best matches a mouse-clicked pation of a
view (the airrent view) in terms of the visual data (of the
merchandises) they display, for the purpose of either
viewpoint change or acceting merchandise purchase
request, is thus the key problem to solve in the propased
e-shop. We term this problem the viewpoint-change
problem. The problem can be ca&t as a matching
problem: given the aurrent view | (of caneraC) of an e
shopper and a small i mage window W seleded (througha
mouse-click) by himon I¢, finds the canera N, among all
the caneras in the neighborhood d C, whose image Iy
best matchesW. The problem isill ustrated in Figure 1.

In this paper we use supermarket as an example and
propose an algorithm to this key problem.
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Figure 1. An important feaure of the proposed e-shop:
e-shopper is free to switch viewpaoint in a physicd
shop from a wide-angle view (the arrent view)
between shelves to a dose-up view of a particular
merchandise on the shelf (the intended view) through
just amouse dick over the merchandise in the aurrent
view.

1. 3. E-SUPERMARKET THAT OFFERS PHY SICAL
SHOP ATMOSPHERE

Information on the lor intensity histogram of the arrent
image Ic can reduce the seach space in the matching
problem. However, merchandises, espedally those in
supermarket, could have very similar color histograms.
Predse determination of the intended new viewpoint still
hinges upon crosscorrelation of intensity data between W
and ead candidate image I .

However, there is this difficulty in measuring the aoss
correlation: the two images to compare ae not two-
dimensional (2-D) transformations of ead another, but
image projedions at different and unkrnown viewpaints of
the same objed in a threedimensional (3-D) space
Furthermore, the objed could consist of curved surfaces
as likely as of planar surfaces. In other words the aoss
correlation problem is a 3-D one. What makes the
problem challenging is that intensity pattern in the image
of an objed changes with bath the viewpoint and the
objed shape.

Our proposed solution can be described as the foll owing.
We take alvantage of the fad most objeds in
supermarket are of either redanguar shape or cylindricd
shape. Such shapes, which have zeo or small curvature
a most surface poaints, could be modeled to a good
approximation as concaenation of a number of small
planar patches. Thus if a number of initia
correspondences can be established between template W
and any candidate view |y, such correspondences could
not only allow the texture of Iy over the matched pation
be represented as a number of contiguous trianguar
patches, but also allow such triangles be warped to the
viewpoint of template W and be compared to W through
crosscorrelation in the same viewpoint. The final

matched view, for viewpoint transfer or for identifying
merchandise purchase request, will then be the candidate
view which has the best crosscorrelation with W.

An overview of our approad in solving the merchandise-
view correspondence problem is outlined in Figure 2.
Given template W, for every candidate view | (heredter
we drop the subscript N of I for smplicity), we first use
the feaure etrador and matcher named “Image
Matcher”, which is ported from INRIA [6], to establish

point correspondences between W and . Such
correspondences, like those from any other matcher,
could contain incorred correspondences. The

correspondences first go through the robust estimation
method RANSAC [3] for edgtimating the eipdar
geometry between views W and | , in terms of a
Fundamental matrix [5]. In the robust estimation process
incorred correspondences are identified as outliners and
discaded. With only the mrred ones remained, the
correspondences are used to dvide the matched pation
of | into a number of trianguar patches. Here we use the
classcd method: the Delaunay Trianguation method [1].
Each of such trianges in | has three point
correspondences with W.  The three orrespondences,
plus the eipoe information asciated with the
Fundamental matrix, are just enough to estimate an
image-to-image mapping remed homography [2] that
allows all paints within the triangle be warped from the
image space of | to the image space of W. More
predsely, every point (x,y) in the triangle (in view I) will
have the image pasition (X',y") in the warped view (at the
viewpoint of W) as foll ows:
Xy A"=H[xy1’

where = denotes equality up to ascde, and H isa3 x 3
meatrix representing the homography for al points in the
small planar patch enclosed by the triangle. With the
matched pation of | warped to the viewpoint of W, the
two views can have normalized crosscorrelation in the
same viewpoint.

Noticethat even if the same merchandise is $rown in both
W and I, it could be displayed with different scdes.
Matching two views of very different scdes is much
harder than matching two of similar scdes. For this
reason we propose to use anumber of scdes of Win the
above process ® as to ease the initial correspondence
process In our implementation, say when we ae to
transfer the viewpoint from a orridor view to a
particular-merchandise view, we use five scding-up ratios
for the template W: 110%, 120%, 130%, 140%, and
150%.

Notice dso that in the &ove process sibstantial errorsin
the warping due to impredsion of trianguation (i.e., the
impredsion of the polyhedral modeling procesg are still
tolerable, as here what is needed is not a visually perfed
warping, but a warping that gives a aosscorrelation
estimate which is acarate enough for the target view be
identified from a number of candidate views.
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Figuwe 2. Overview of our solution to the
merchandise-view correspondence problem.

IV. 4. EXPERIMENTAL RESULTS

Here we show one set of experimental results to ill ustrate
how our proposed solution performs. Figure 3 shows the
current view of a particular e-shopper, which is a wide-
angle shot of a number of cans on a shelf. Also shown in
the figure ae views that are geometric neighbors to the
curent view. They are Views 1, 2, 3, and 4, eadh
displayinga dose-up view of a particular can. Depending
upon where in the arrent view the eshopper mouse
clicks, either one of the four views dould be the next
view displayed to the eshopper.

Should the eshopper mouse-click a particular position in
the arrent view, a template is cropped from the arrent
view around the dicked pasition. The template is useful
for identifying which of the candidates views (Views 1, 2,
3, and 4) are the view requested by the e-shopper. Figure
4 shows two templates (Templates a and b) that
correspond to two dfferent clicked pasitions over the
current view.

As 20on asthe eshopper clicks a particular position in the
current view, atemplate is formed. A number of scaings
(five scdings in our implementation) of the template ae
then matched with ead of the cadidate views. The
scding step is for easing the matching process two
images are eaier to match if they have similar resolution.
As mentioned above, we use INRIA’s “image-matcher”
agorithm [6] for the matching step. The etraded
correspondences might not be perfed, yet the incorred
ones could be identified as outliners in the subsequent
process the robust estimation of the Fundamental matrix.
The filtered correspondences then allow the template to
be warped to the viewpoint of ead of the candidate

views. With the warpings, crosscorrelation comparison
between the template and ead candidate view can be
conducted in the same viewpaint.

Figure 5 shows the “inliner” correspondences between
Template b and View 2, and the subsequent trianguation
meshes constructed over the matched pations. Figure 6
shows the warping of Template b to the viewpoint of
View 2 (the corred candidate view). It could be seen that
although Template b and View 2 are drasticdly different
in the intensity profil e (of the target can), the view warped
from the template shows an intensity profile very similar
to that of View 2. For this reason, with the warping the
crosscorrelation result is much improved.

Table 1 shows the normalized crosscorrelation results of
different scdings of the template with the various
candidate views, when the seleded template is Template
a. Table 2 shows the same when the seleded template is
Template b. In both cases the rred candidate view is
identified. Crosscorrelation values with the orred
candidate view, under al scdings of the template, are
consistently higher.

Current View

View 4 View 3

Figure 3: An example aurrent view of e-shopper, and four
candidate views (View 1, 2, 3, and 4) for viewpoint
change. Depending yon where the eshopper mouse-
click on the aurrent view, a sub-image is cropped from the
current view around the dicked pasition and used as the
template for triggering viewpoint change.

Tenplatea in
cument view

Template b in
current view

(@rlsbery

Beer

Wiew 1 View 2 View 3 View 4

Figure 4: Input templates a and b, and the candidate views
(Views 1, 2, 3, and 4).



Template b View 2
Figure 5: Consistent correspondences between Template
b and View 2, and the resultant triangulation meshes over
the matched portions.

@ (b)
Template Template (c) View 2
b b warped

Figure 6: The warping of Template b (only the portion
matched with View 2) from the viewpoint of the current
view to the viewpoint of View 2. The warping is
essential for cross-correlation comparison, in the same
viewpoint, of the selected template (of the current view)
with the candidate view (View 2 here).

Cand. 110% 120% 130% 140% 150%
View scaling scaling scaling scaling scaling
of of of of of
templ. templ. templ. templ. templ.

View1 | 0.56062 | 0.50791 | 0.63%9 | 0.61164 | 0.72031

View 2 | 0.28183 | 0.1956 0.17774 | 041092 | 0.24265

View 3 | 0.04504 | 0.35909 | 0.11826 | 0.14999 | 0.168

View 4 | 0.33475 | 0.44884 | 0.34427 | 0.15872 | 0.23715

Table 1: Normalized crosscorrelation estimates for all
candidate views, when Template a is the seleded
template in the aurrent view. The underlined estimate
is the best crosscorrelation, which corresponds to the
corred candidate view (View 1).

Cand. 110% 120% 130% 140% 150%
View scaling scaling scaling scaling scaling
of of of of of
templ. templ. templ. templ. templ.

View1l | 0.26362 | 0.30441 | 0.08682 | 0.11114 | 0.24763

View2 | 0.57578 | 0.69393 | 0.71286 | 0.71129 | 0.77965

View3 | 0.25792 | 0.16092 | 0.20149 | 0.25123 | 0.2627

View4 | 0.35898 | 0.18053 | 0.24444 | 0.30757 | 0.24762

Table 2: Normalized crosscorrelation estimates for all
candidate views, when Template b is the seleded
template in the aurrent view. The underlined estimate is
the best crosscorrelation, which corresponds to the
corred candidate view (View 2).

V. CONCLUSION AND FUTURE WORK

We have introduced a hew concept of e-shop that allows
e-shoppers to perceive the damosphere of physicd
shoppng. The key problem to solve in implementing the
proposed e-shop is how to determine the intended
viewpoint movement or the intended merchandise to
purchase of the eshoppers. Using supermarket as an
example, we have proposed a framework to tadckle the
problem. Experimental results with red images are
promising.

Our proposed solution makes use of the multiple-
homography model for representing merchandise. In a
way we model eat merchandise & a piecavise-smocoth
objed. The multi ple-homography model can approximate
alarge dassof shapes: shapes that has have zeo or low
curvature & every surface point. However, for spedfic
shapes like quadric surfaces (which include ¢ylindricad
surfaces and planar shapes as geda cases), more
acarate image-to-image mapping exists [4]. It is our
plan to also investigate such mappings in the future work.
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