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Abstract

We propose a robust method for face detection based on
the assumption that face can be represented by arrange-
ments of automatically detectable discriminative regions.
The appearance of face is modelled statistically in terms of
local photometric information and the spatial relationship
of the discriminative regions. The spatial relationship be-
tween these regions serves mainly as a preliminary evidence
for the hypothesis that a face is present in a particular po-
sition. The final decision is carried out using the complete
information from the whole image patch. The results are
very promising.

1 Introduction

Detection and recognition of objects is the most difficult
task in computer vision. In many papers object detection
and object recognition are considered as distinct problems,
treated separately and under different names, e.g. object
localisation (detection) and recognition. In our approach
localisation of an object of a given class is a natural gener-
alisation of object recognition. In the terminology that we
introduce object detection is understood to mean the recog-
nition of object’s class, while object recognition implies dis-
tinguishing between specific objects from one class. Ac-
cordingly, an object class, or category, is a set of objects
with similar local surface properties and global geometry.
In this paper we focus on object detection, in particular, we
address the problem of face localisation.

The main idea of this paper is based on the premise that
objects in a class can be represented by arrangements of
automatically detectablediscriminative regions. Discrimi-
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native regions aredistinguished regionsexhibiting proper-
ties important for object detection and recognition. Distin-
guished regions are ”local parts” of the object surface, ap-
pearance of which is stable over a wide range of views and
illumination conditions. Instances of the category are repre-
sented by a statistical model of appearance of local patches
defined in terms of discriminative regions and by their re-
lationship. Such a local model of objects has a number
of attractive properties, e.g. robustness to partial occlusion
and simpler illumination compensation in comparison with
global models.

Superficially, the framework seems to be no more than a
local appearance-based method. The main difference is the
focus in our work on theselection of regions where appear-
ance is modelled. Detectors of such regions are built during
the learning phase. In the detection stage, multiple detec-
tors of discriminative regions process the image. Detection
is then posed as a combinatorial optimisation problem. De-
tails of the scheme are presented in Section 3. Before that,
previous work is revised in Section 2. Experiments in de-
tecting human faces based on the proposed framework are
described in Section 4. Possible refinements of the general
framework are discussed in Section 5. The main contribu-
tions of this paper are summarised in Section 6.

2 Previous Work

Many early object recognition systems were based on
two basic approaches:

• template matching — one or more filters (templates),
representing each object, are applied to a part of im-
age, and from their responses the degree of similarity
between the templates and the image is deduced.

• measuring geometric features — geometric measure-
ments (distance, angle ...) between features are ob-
tained and different objects are characterised by differ-
ent constraints imposed on the measurements.
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It is was showed by Brunelli et al. [3] that template match-
ing outperforms measuring geometric features, since the ap-
proach exploits more information extracted from the image.
Although template matching works well for some types of
patterns, there must be complex solutions to cope with non-
rigid objects, illumination variations or geometrical trans-
formation due to different camera projections.

Both approaches, template matching and measuring ge-
ometric constraints, can be combined together to reduce
their respective disadvantages. Brunelli et al. [3] showed
that a face detector consisting of individual features linked
together with crude geometry constraints have better per-
formance than a detector based on ”whole-face” template
matching.

Yuille [20] proposed the use of deformable templates to
be fitted to contrast profiles by the gradient descent of a
suitable energy function. A similar approach was proposed
by Lades et al. [9] and Wiskott et al. [19]. They developed
a recognition method based on deformable meshes. The
mesh (representing object or object’s class) is overlaid over
image and adjusted to obtain the best match between the
node descriptors and the image. The likelihood of match is
computed from the extent of mesh deformation.

Schmid et al. [14, 17] proposed detectors based on local-
jets. The robustness is achieved by using spatial constraints
between locally detected features. The spatial constraints
are represented by angle and length ratios, that are supposed
to be Gaussian variables each with their own mean and stan-
dard deviation.

Burl et al. [4, 5, 6] introduced a principled framework for
representing possible deformations of objects using prob-
abilistic shape models. The objects are again represented
as constellations of rigid features (parts). The features are
characterised photometrically. The variability of constella-
tions is represented by a joint probability density function.

A similar approach is used by Mohan et al. [13] for the
detection of human bodies. The local parts are again recog-
nised by detectors based on photometric information. The
geometric constraints on mutual positions of the local parts
in the image are defined heuristically.

All the above mentioned methods make decisions about
the presence or absence of the object in the image only
from geometric constraints. Our proposed method shares
the same framework, but in our work the local feature de-
tector and geometric constraints define only a set of pos-
sible locations of object in the image. The final decision
is made using photometric information, where the parts of
object between the local features are taken into account as
well.

There are other differences between our approach and
the approach of Schmid [17] or Burl [4, 6]. A coordinate
system is introduced for each object from the object class.
This allows us to tackle the problem of selecting distinctive

and well localisable features in a natural way whereas in the
case of Schmid’s approach, detectable regions were selected
heuristically and a model was built from such selected fea-
tures. Eventhough Weber [18] used an automatic feature
selection, this was not carried out in an object-normalised
space (as was in our approach), and consequently no re-
quirements on the spatial stability of features were speci-
fied. The relative spatial stability of discriminative regions
used in our method facilitates a natural affine-invariant way
of verifying the presence of a face in the image using corre-
spondences between points in the normalized object space
and the image, as will be discussed into detail further.

3 Method Outline

Object detection is performed in three stages. First, the
discriminative region detectors are applied to image, and
thus a set ofcandidate locationsis obtained. In the second
stage, the possible constellations (hypotheses) of discrimi-
native regions are formed. In the third stage the likelihood
of each hypothesis is computed. The best hypotheses are
verified using the photometric information content from the
test image. For algorithmic details see Section 4.3.

In the following sections we define several terms used in
object recognition in a more formal way. The main aim of
the sections is to unify different approaches in the literature
and different taxonomy.

3.1 Object Classes

For our purposes, we define anobject classas a collec-
tion of objects which share characteristic features, i.e. ob-
jects are composed of several local parts and these parts
are in a specific spatial relationship. We assume the local
parts are detectable in the image directly and the possible
arrangements of the local parts are given by geometrical
constraints. The geometrical constraints should be invari-
ant with respect to a predefined group of transformations.
Under this assumption, the task of discrimination between
two classes can be reduced to measuring the differences be-
tween local parts and their geometrical relationships.

3.2 Discriminative Regions

Imagine you are presented with two images depicting ob-
jects from one class. You are asked to mark corresponding
points in the image pair. We would argue that, unlessdistin-
guished regionsare present in the two images, the task is ex-
tremely hard. Two views of a white featureless wall, a patch
of grass, sea surface or an ant hill might be good examples.
However, on most objects, we find surface patches that can
be separated from their surroundings and are detectable over
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a wide range of views. Before proceeding further, we give
a more formal definition of distinguished region:

Definition 1 Distinguished Region(DR) is any subset of
an image that is a projection of a part of scene (an object)
possessing a distinguishing property allowing its detection
(segmentation, figure-ground separation) over a range of
viewing and illumination conditions.

In other words, the DR detection must be repeatable and
stable w.r.t. viewpoint and illumination changes. DRs are
referred to in the literature as ’interest points’ [7], ’features’
[1] or ’invariant regions’ [16]. Note that we do not require
DRs to have some transformation-invariant property that is
unique in the image. If a DR possessed such a property,
finding its corresponding DR in an other image would be
greatly simplified. To increase the likelihood of this hap-
pening, DRs can be equipped with a characterisation com-
puted on associated measurement regions:

Definition 2 A Measurement Region(MR) is any subset
of an image defined by a transformation-invariant construc-
tion (projective, affine, similarity invariant) from one or
more (in case of grouping) regions.

The separation of the concepts of DR and MRs is impor-
tant and not made explicit in the literature. Since DRs are
projections of the same part of an object in both views and
MRs are defined in a transformation-invariant manner they
are quasi view-point invariant. Besides the simplest and
most common case where the MR is the DR itself, a MR
may be constructed for example as a convex hull of a DR,
a fitted ellipse (affinelly invariant, [16]), a line segment be-
tween a pair of interest points [15] or any region defined
in a DR-derived coordinates. Of course, invariant measure-
ments from a single or even multiple MRs associated with
a DR will not guarantee a unique match on e.g. repetitive
patterns. However, often DR characterisation by invariants
computed on MR might be unique or almost unique.

Note that, any set of pixels, not necessarily continu-
ous, can posses a distinguishing property. Many percep-
tual grouping processes detect such arrangements, e.g. a
set of (unconnected) edges lying along a straight line form
a DR of maximum edge density. The property is view-
point quasi-invariant and detectable by the Hough Trans-
form. The ’distinguished pixel set’ [10] would be a more
precise term, but it is cumbersome.

The definition of ”local part” (sometimes also called
”feature”, ”object component” etc.) is very vague in the
recent literature. For our purpose it is important to define it
more precisely. In the following discussion we will use the
term ”discriminative region” instead of ”local part”. In this
way, we would like to emphasise the difference between our
definition of discriminative region and the usual sense of lo-
cal part (a discriminative region is a local part with special
properties important for its detection and recognition).

Definition 3 A Discriminative Region is any subset of an
image defined bydiscriminative descriptorscomputed on
measurement region. Discriminative descriptors have to
have the following properties:

• Stability under change of imaging conditions. A
discriminative region must be detectable over a wide
range of imaging conditions (viewpoint, illumination).
This property is guaranteed by definition of a DR.

• Good intra-category localization. The variation in
the position of the discriminative region in the object
coordinate system should be small for different objects
in the same category.

• Uniqueness. A small number of similar discriminative
regions should be present in the image of both object
and background.

• High incidence. The discriminative region should be
detectable in a high proportion of objects from the
same category.

Note, there exists a trade-off between the ability to localise
objects and the ability to discriminate between. A very dis-
criminative part can be a strong cue, even if it appears in an
arbitrary location on the surface of the object. On the other
hand, a less discriminative part can only contribute infor-
mation if it occurs in a stable spatial relationship relative to
other parts.

3.3 Combining Evidence

This is a rather important stage of the detection process,
which significantly influences the overall performance of
the system and makes it robust with respect to arbitrary
geometrical transformations. The combination of evidence
coming from the detected discriminative regions is carried
out in a novel way, significantly different from approaches
of the Schmid et al. [14, 17] or Burl et al. [4, 5, 6].

In most approaches, a shape model is built over the
placement of particular discriminative regions. If an admis-
sible configuration of these regions is found in an image, an
instance of object in the image is hypothesised. It means
that all the information conveyed by the area that lies be-
tween the detected discriminative regions is discarded. If
you imagine a collage, consisting of one eye, a nostril and
a mouth corner placed in a reasonable manner on a black
background, this will still be detected as a face, since no
other parts of the image are needed to accept the ”face-
present” hypothesis.

In our approach the geometrical constraints are modelled
probabilistically in terms of spatial coordinates of discrim-
inative regions. But these geometrical constraints are used
only to define possible positions (hypotheses) of object in
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the image. The final decision about object presence in the
image is deduced from the photometric information content
in the original image.

4 Experiment

We have carried out the experiment on face localisation
[2] with the XM2VTS database [11]. In order to verify the
correctness of our localization framework, several simpli-
fications to the general scheme are made. In the exper-
iment the discriminative regions were semi-automatically
defined as the eye-corners, the eye-centers the nostrils and
the mouth corners.

4.1 Detector of discriminative regions

As a distinguished region detector we use the improved
Harris corner detector [8]. Our implementation [2] of the
detector is relatively insensitive to illumination changes,
since the threshold is computed automatically from the
neighborhood of the interest point. Such a corner detec-
tor is not generally invariant to scale change, but we solve
this problem by searching for interest points through several
scales.

We have observed [2] that the distribution of interest
points coincide with the manually labelled points. It means,
these points should define discriminative regions (here we
suppose, that humans often identify interest points as most
discriminative parts of object).

Further, we have assumed that all potential in-plane face
rotations and differences in face scale are covered by the
training database.

The MRs was defined very simply, as rectangular regions
with the centre at the interest points. We select ten positions
(the left eye centre, the right eye centre, the right left-eye
corner, the left left-eye corner, the right right-eye corner,
the left right-eye corner, the left nostril, the right nostril, the
left mouth corner, the right mouth corner), which we further
denote as regions 1–10. All properties of a discriminative
region are then determined by the size of the region. As a
descriptor of a region we use the normalised colour infor-
mation of all points contained in the region.

Each region was modelled by a uni-modal Gaussian in a
low-dimensional sub-space and the hypothesis whether the
sample belongs to the class of faces is decided from the
distance of this sample from the mean for a given region.
The distance from the mean is measured as a sum of the in
sub-space (DISS) and the from sub-space (DFSS) distances
(Moghaddam et al. [12]).

4.2 Combining Evidence

The proposed method is based on finding the correspon-
dences between generic face features (referred to as dis-
criminative regions) that lie in the face-space and the face
features detected in an image. This correspondence is then
used to estimate the transformation that a generic face pos-
sibly underwent. So far the correspondence of three points
was used to estimate a four or six parametric affine trans-
formation.

When the the transformation from the face space to im-
age space determined, the verification of a ”face-present”
hypothesis becomes an easy task. An inverse transforma-
tion (i.e. transformation from the image space into the
face-space) is found and the image patch (containing the
three points of correspondence) is transformed into the face-
space. The decision whether the ”face-present” hypothesis
holds or not is carried out in the face-space, where all the
variations introduced by the geometrical transformation (so
far only affine transformation is assumed to be the admis-
sible transformation that a generic face can undergo) are
compensated (or at least reduced to a negligible extent).
The distance from a generic face class [12] is computed for
the transformed patch and a threshold is used to determine
whether the patch is from a face class or not.

Moreover, many possible face patches do not have to be
necessarily verified, since certain constraints can be put on
the estimated transformation. Imagine for instance that all
the feasible transformations that a face can undergo are the
scaling from 50% to 150% of the original size in the face
space and rotations up to 30 degrees. This is quite a rea-
sonable limitation which will cause most of the correspon-
dences to be discarded without doing a costly verification
in the face space (in our experiments the pruning reached
about 70%). In case of the six parametric affine transform
both shear and anisotropic scale is incorporated as the ad-
missible transformation.

4.3 Algorithm summary

Algorithm 1: Detection of human faces

1. Detection of the distinguished regions. For each im-
age from the test set, detect the distinguished regions
using the illumination invariant version of the Harris
detector

2. Detection of the discriminative regions. For each de-
tected distinguished region determine to which class
the region belongs using the PCA-based classifier in
the colour space from among ten discriminative region
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classes (practically the eye corners, the eye centres,
the nostrils and the mouth corners). The distinguished
regions that do not belong to any of the predefined
classes are discarded.

3. Combination of evidence.

• Compute the estimate of the transformation from
the image space to the face space using the corre-
spondences between the three points in the face
space and in the image space.

• Decompose this transformation into rotation,
scale, translation and possibly shear and test
whether these parameters lie within a predefined
constraints, i.e. make the decision, whether the
transformation is admissible or not.

• If the transformation derived from the correspon-
dences is admissible, transform the image patch
that is defined by the transformation of the face
outline into the face space.

4. Verification . Verify the ”face present” hypothesis us-
ing a PCA-based classifier.

4.4 Results

Results of discriminative regions detector are sum-
marised in Tab. 1. Note that since the classifier is very sim-
ple, the performance is not very high. However, even with
such a simple detector of discriminative regions the system
is capable of detecting faces with very low error, since we
need only a small number of successfully detected discrim-
inative regions (in our case only 3).

Several extensive experiments were conducted. Image
patches were declared as ”face” when their Mahanalobis
distance based score lied below a certain threshold. 200 im-
ages from the XM2VTS database were used for training a
grayscale classifier based on the Moghaddam method [12],
as mentioned earlier.

The detection rate reached 98% in case of XM2VTS
database - see Fig. 1 for examples. Faces in several images
containing cluttered background were successfully detected
as shown in Fig. 2.

5 Discussion and Future Work

We proposed a method for face detection using discrim-
inative regions. The detector performance is very good for
the case when the general face detection problem is con-
strained by assuming a particular camera and pose position.

Table 1. Performance of discriminative region
detectors

false negative false positive
% # % #

Region 1 31.89 191 72.26 3831
Region 2 10.68 64 37.88 1342
Region 3 57.76 346 33.03 433
Region 4 54.92 329 19.85 218
Region 5 15.03 90 22.34 538
Region 6 13.69 82 62.33 3260
Region 7 15.53 93 4.00 78
Region 8 12.52 75 5.07 104
Region 9 48.75 292 6.27 70
Region 10 33.56 201 14.90 233

Correctly detected False rejections

Figure 1. Experiment results

We also assumed that the parts that appear distinctive to the
human observer will be also discriminative, and therefore
the discriminative regions were selected manually. In gen-
eral, the correlation between distinctiveness and discrimi-
nativeness cannot necessarily be assumed and therefore the
discriminative regions should be ”learned” from the training
images. The training problem was addressed in this paper
only partially. As an alternative the method proposed by
Weber et al. [18] can be exploited.

The admissible transformation, which a face can undergo
has so far been restricted to affine transformation. Never-
theless, the results showed even in such a simple case, that
high detection performance can be achieved. Future modifi-
cations will involve the employment of more complex trans-
formations (such as general non-rigid transformations). The
PCA based classification can be replaced by more powerful
classifiers, such as Neural Networks, or Support Vector Ma-
chines.
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Figure 2. Experiments with cluttered back-
ground

6 Conclusion

In the paper, a novel framework for face detection was
proposed. The framework is based on the idea that most
real objects can be decomposed into a collection of local
parts tied by geometrical constraints imposed on their spa-
tial arrangement. By exploiting this fact, face detection can
be treated as recognition of local image patches (photomet-
ric information) in a given configuration (geometric con-
straints). In our approach, discriminative regions serve as a
preliminary evidence reducing the search time dramatically.
This evidence is utilised for generating a normalised version
of the image patch, which is then used for the verification
of the ”face present” hypothesis.

The proposed method was applied to the problem of face
detection. The results of extensive experiments are very
promising. The experiments demonstrated that the pro-
posed method is able to solve a rather difficult problem in
computer vision. Moreover we showed that even simple
recognition methods (with a limited capability when used
alone) can be configured to create powerful framework able
to tackle such a difficult task as face detection.
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