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Abstract

In this paper, we present an example-based approach for
automatically generating a life-like portrait from a frontal
face image. Based on an inhomogeneous Markov Random
Field Model, an inhomogeneous non-parametric sampling
scheme is used to capture the complex statistical character-
istics of face image and corresponding portrait. In our ap-
proach, only those pixels corresponding to a portrait point
are sampled. Such a strategy is crucial for maintaining fa-
cial structure and guaranteeing coherence of portrait lines.
Experimental results demonstrate the effectiveness and life-
likeness of our approach.

1 Introduction

A portrait is a visual representation of individual person,
especially of the face. Only well-trained artists are capable
of exhibiting great skills in drawing portraits. It is a chal-
lenging and difficult work to use computer to automatically
generate a portrait from a given image.

There have been few attempts to automatically generate a
stylistic facial sketch by observing images drawn by artists.
A few template-based facial caricature systems were devel-
oped, for instance, by Murakami et al. [6], and Li et al. [7];
these systems simply link facial feature points using image
processing methods. But these approaches did not attempt
to observe and learn from an artist’s products, and thus pro-
duced stiff sketches.

Inspired by recent development in texture synthesis, tex-
ture transfer [4, 9, 5] and face hallucination [1], Chen et
al. [2] developed an example-based automatic stylistic fa-
cial sketch generating system. They used inhomogeneous
non-parametric sampling to capture the statistical likelihood
between the sketch and original facial image, and fit a flex-
ible template that models the statistical prior of the sketch.
However, this method is limited to sketch generation.

In this paper, we present a new example-based approach

∗Visiting from Artificial Intelligence and Robotics Lab, Xi’an Jiaotong
University, China

that can generate portraits with varying styles. We adopt an
inhomogeneous Markov Random Field model, which can
model not only the likelihood of a portrait given the origi-
nal image, but also the prior statistical characteristics of the
portrait. Based on this statistical model, we propose two
sampling strategies: iterative sampling which is simple and
efficient, and simulated annealing which is more robust.

The rest of this paper is organized as follows. We present
our example-based learning framework in Section 2. The
statistical model for portraiture is described in Section 3.
The detailed algorithms are presented in Section 4. Results
are shown in Section 5. In Section 6, we summarize our
work and address future research topics.

2 Example-based Portraiture Generation

As shown in Figure 1, given a face imageI, we aim to
automatically generate its portraitS with artistic styles such
as pencil, line-drawing. Since there are no clear rules to for-
mulate the artist’s drawing style and intention, we have cho-
sen to take an example-based approach under the Bayesian
inference framework.

2.1 Statistic Learning Approach

Based on the Bayes rule, the posterior probability
P (S|I) can be represented as:

P (S|I) =
P (I|S)P (S)

P (I)
(1)

The priorP (S) represents the statistical property ofS.
The likelihoodP (I|S) is the probability of the observed im-
ageI given the portraitS. To estimateS, we adopt MAP
criterion: finding the optimal one to maximize the the pos-
terior probabilityP (S|I). Since the evidenceP (I) can be
treated as a normalization constant, MAP actually maxi-
mizes the product of likelihoodP (I|S) and priorP (S),

S∗ = arg max
S

P (I|S)P (S) (2)

In our approach, an example-based approach is em-
ployed to learn the priorP (S) and the likelihoodP (I|S)
from a set of training examples.
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Figure 1. System Framework

2.2 Training Data

The examples in our training data include a set of frontal
face images{Ii}K

i=1 taken from the AR data set [8] and cor-
responding artist drawings{Si}K

i=1 as shown in Figure 1.
We select and prepare the training data to satisfy following
important prerequisites:

• Frontal view only (no hats and glasses)

• Each pair of image and portrait matches perfectly

• Portraits are drawn with a consistent style

To get matched training pairs, we have asked the artist
to draw the portrait on the top of the original image(e.g.,
with a different layer in PhotoShop). As we shall see later,
matched image and portrait will make our learning process
much simpler.

2.3 The System Framework

Because human faces are highly structural, we assume
inhomogeneous Markov assumption to model the compli-
cated spatial probabilityP (S|I): the conditional probabil-
ity of a portrait pointq is determined by its neighborhood
and position. To construct such a probability, an inhomoge-
neous non-parametric sampling strategy is employed: only
the points at the same facial location withq from different
training images are sampled.

As shown in Figure 1, our system consists of a training
phase and a runtime phase. In the training phase, we start
with the set of face images with manually labeled facial fea-
ture points on them.

• An ASM model is trained to automatically locate the
facial feature points in any input image

At runtime, for a given imageI, we generate a portraitS
by the following steps:

• Apply the ASM to extract the facial feature points

• Employ inhomogeneous non-parametric sampling to
obtain the MAP solution of portraitS

– Construct points correspondence betweenI and
each training image

– Find the MAP solution by iterative local search
or simulated annealing

Our statistical model and sampling strategy are ex-
plained in the following sections.

3 Statistical Model for Portraiture

3.1 Inhomogeneous Markov Random Field Model

In our system, an inhomogeneous Markov Random Field
(MRF) model is assumed to describe the inhomogeneity of
facial features. LetS(q) denote the grey value of pixelq in
S. Then under the MRF assumption, the probability distri-
bution of S(q) will depend on the small neighbor regions
both inI andS.

Pq(S(q)|I;{S(q′)},∀q′6=q)=Pq(S(q)|NI(q),NS(q)) (3)

whereNI(q) andNS(q) denote the neighborhood regions
of q in I andS, respectively.

For a homogeneous MRF,Pq(S(q)|NI(q), NS(q)) is in-
dependent of the relative location ofq in the image lat-
tice. But in our inhomogeneous MRF model, the condi-
tional density functions of pixels at different positions are
not identical. Thus, for two pixelsq 6= v, even if the
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neighborhood conditions are the same, their local condi-
tional probabilities may be different.

Under MRF assumption and Bayes rule, the conditional
(posterior) probability can be represented as:

Pq(S(q)|NI(q),NS(q))∝Pq(NI(q)|S(q))Pq(S(q)|NS(q)) (4)

We call Pq(NI(q)|S(q)) the local likelihood and
Pq(S(q)|NS(q)) the local prior and assume them to be ex-
ponential distributions:

Pq(S(q)|NS(q))=
1

Zq,P
exp{−Eq,P (S(q),NS(q))/TP } (5)

Pq(NI(q)|S(q))=
1

Zq,L
exp{−Eq,L(S(q),NI(q))/TL} (6)

where Eq,L(S(q), NI(q)) is the local likelihood energy,
Eq,P (S(q), NS(q))) the local prior energy,Zq,P , Zq,L the
normalizing constant, and temperatureTP andTL are used
to control the smoothness of the distribution.

Let Zq = Zq,P ×Zq,L, T = TL. The posterior probabil-
ity becomes

Pq(S(q)|NI(q),NS(q))=
1
Zq

exp{−Eq(S(q),NI(q),NS(q))/T} (7)

where

Eq(S(q), NI(q), NS(q)) = Eq,L(S(q), NI(q))
+λEq,P (S(q), NS(q)) (8)

The posterior energy is represented as the weighted sum of
local likelihood energy and local prior energy. The weight-
ing coefficientλ adjusts the statistical constraints coming
from NI(q) andNS(q).

3.2 Non-parametric Probability Representation

Since learning the above MRF model parameters [12]
is very complex, inspired by a non-parametric sampling
method successfully used in texture synthesis [4], we con-
struct the discrete probability distribution of a portrait point
evaluated only at training examplars. Unlike homogeneous
non-parametric sampling [4, 9, 5], we only use the train-
ing examplars at the corresponding facial position ofq to
construct its distribution.

Mathematically, supposeΩq contains M examplars
whose facial positions correspond toq: Ωq = {zj

q}M
j=1,

where j is the pixel’s index inΩq , zj
q the pixel’s posi-

tion,{I(zj
q), S(zj

q)} the pixel values of these sample points,
andNI(zj

q) andNS(zj
q) denote the neighborhoods of pixel

zj
q in I andS, respectively. For non-parametric sampling,

the pixels with neighborhood close toq’s neighborhood are
most possible to be chosen asq, then we can define the local
likelihood energyEq,L(S(q), NI(q)) and local prior energy
Eq,P (S(q), NS(q)) as:

Eq,L(S(q), NI(q)) =
M∑

j=1

δ(kq− j)d(NI(q), NI(zj
q)) (9)
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Figure 2. Inhomogeneous non-parametric
sampling. On the training set, the smaller
solid white squares represent corresponding
pixels, while the larger dashed windows are
sampled neighborhoods.

Eq,P (S(q),NS(q))=
M∑

j=1

δ(kq−j)d(NS(q),NS(zj
q)) (10)

wherekq is the pixel’s index inΩq where the portrait point
is sampled from,δ(.) is the Dirac function, andd(.) is the
similarity metric between neighborhood regions. Then the
local posterior energy will be

Eq(S(q), NI(q), NS(q)) =
M∑

j=1

δ(kq−j)[d(NI(q),NI(zj
q ))+λd(NS(q), NS(zj

q ))](11)

The similarity metricd(.) plays a crucial role for sampling.
For different tasks, different similarity metrics can be de-
fined. We will discuss it as implementation details in next
section.

4 Inhomogeneous Non-parametric Sampling

Our inhomogeneous sampling strategy is important for
guaranteeing global facial structure, the coherence of facial
drawing lines. Detailed algorithms are discussed in follow-
ing subsections.

4.1 Sampling Set Construction

For a given pointq, its sampling setΩq only contains
the training examplars at the corresponding positions (as
shown in Figure 2). Since the training images are usually
not aligned with the new input imageI, we have to estab-
lish the correspondence first. To do this automatically, the
ASM model [3] is employed to locate facial feature points
of I (as shown in Figure 1). Then the corresponding pixel
positionvi

q of q in theith training image is determined.
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4.2 Sampling Strategy

To get the MAP solution ofS, we have designed two
different sampling strategies. Iterative local search is simple
and efficient, but easy to get stuck at the local minima.

4.2.1 Iterative Local Search
We use an iterative local conditional distribution maximiza-
tion procedure, sequentially updating each pixel’s value
S(n)(q) to S(n+1)(q) by maximizingPq(S(q)|NI(q),NS(q)), i.e.
minimizing Eq(S(q),NI(q),NS(q)). Based on the posterior
energy expression (11), this can be done by non-parametric
sampling: compare the neighborhood region of the out-
put pixel {NI(q), NS(q)} with the neighborhood regions
of sampling set{NI(zj

q , NS(zj
q)}M

j=1 , then the pixel value
S(zj

q) whose neighborhood region best matchesq is set as
S(q) . The sampling process is summarized in the following
pseudo code:

Function Sampling({Ii, Si}M
i=1, I)

Initialize(S(0))
For each iterationn, from 1 toN do:

For each pixelq ∈ S(n) do:
Construct sampling setΩq

find pixelzr
q ∈ Ωq to minimize energy (11)

S(n)(q) ← S(zr
q )

end
S(n+1) = S(n)

n = n + 1
end
S = S(N)

returnS

We synthesize pixels ofS in scan-line order and use
square neighborhood during iteration. The neighborhood
contains synthesized pixel values at this iteration and the
initial pixel values determined from last iteration. To get
initialized MAP solutionS(0), L-shape neighborhood [9] is
used to include prior constraints.

By iteratively updating each portrait point from prop-
agating its neighboring points, lines generated will be
smoother than by sampling only once, especially for the line
drawing style, as shown in Figure 3.

4.2.2 Simulated Annealing
The local search method often falls into local minima. The
problem is more severe for generating line drawing style
portraits because unexpected disconnected lines will appear.
To deal with this problem, simulated annealing can be in-
corporated into the above local search method. The tem-
peratureT in the distribution (7) is decreased from a high
value to a low value during the iterative minimization. At a
fixed T , the sampling is done according to the distribution
(7). WhenT is close to zero, the global minimum solu-
tion is nearly found. The sampling process with simulated
annealing is shown in the following pseudo code:

Function SamplingWithSA({Ii, Si}M
i=1,I)

Initialize T
While T > ε (ε is a small positive number) do:

For each pixelq ∈ S do:
Construct sampling setΩq

SetS(n) = S(zj
q) with probability (7)

end
decreaseT

end
returnS

Simulated annealing allows occasional energy ascent in-
stead of always performing energy descent. This helps the
algorithm to escape from local minima. Some results are
shown in Figure 3.

4.3 Implementation Details

4.3.1 Similarity Metric
The similarity metricd(.) in (11) plays a very crucial role in
nonparametric sampling. Many kinds of image features can
be selected to defined(.) , such as grey values, directional
filter responses, and pyramid structures [4, 9, 5]. We have
used a multi-scale grey level metric in our system, which
has proven to be effective in our experiments. The image
feature vectorF (q) of pixel q contains grey values of neigh-
borhoods at two pyramid levels,d(.) is defined as:

d(N(q), N(zj
q)) = ‖F (q)− F (zj

q)‖/L

whereL is the length of the feature vector. Including neigh-
borhood on low resolution level is good for capturing long
scale structure, such as drawing lines.

4.3.2 Acceleration Strategy
Similar to patch-pasting texture synthesis approaches [10,
11], we extend the synthesis from a pixel to a smallω × ω
square patch to accelerate the generation speed. The results
shown in this paper are all generated using such an acceler-
ation scheme.

5 Experiments

We have selected40 frontal images from the AR data
set to test our algorithm. Figure 6 shows some examples
generated by our method. The results are generated using
a two-level pyramid, where the neighborhood size is set to
5 × 5 at the coarse level and7 × 7 at the fine level. For
a point, all examples within a5 × 5 window are used to
construct the sampling set. The parameterλ of the distance
metric is set to0.2 for both styles. The number of iterations
is 3, and the patch size is3× 3. It takes about50 seconds to
generate a256× 256 portrait based on100 training images
of size256× 256.

Figure 4 shows the influence of the distance metric pa-
rameterλ in (11) which controls the tradeoff between the
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 Figure 3. The effect of iteration numbers and simulated annealing. (O) the original image.

(A) 1 iteration; (B) 3 iterations; (C) simulated annealing. 

O A B C 
 Figure 4. The effect of λ. (O) the original image. The λ is set to (A) 0; (B) 0.2; (C) 1.0.
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Figure 5. Comparison between our method and homogeneous non-parametric sampling.
(O) source image; (A) pencil style portrait of our method; (B) line drawing style portrait of
our method;(C)line drawing generated by homogeneous non-parametric sampling.

local likelihood and local prior. Whenλ increases, the re-
sults tend to keep the drawing style more strictly, but will
lose some similarity with the original image, and vice versa.
In our experiments, we found0.2 to be a good choice. We
have also compared our results with those using homoge-
neous sampling method similar to Image Analogies [5] in
Figure 5. Obviously, our method can generate better results.

6 Summary and Future Works

In this paper, we have presented an example-based ap-
proach to automatically generate a life-like portrait from a
given frontal face image. Based on a set of training exam-
ples drawn by an artist, the Inhomogeneous Markov Ran-

dom Field model is employed as the statistical model and
a non-parametric sampling scheme is used to capture the
complex statistical characteristics of a face image. Such a
strategy is crucial for maintaining facial structure and guar-
anteeing coherence of portrait lines. Our method can auto-
matically generate portraits with different styles.

Our approach of portraiture is, up to now, limited to
frontal face images. Extending the current method to differ-
ent views and even to video is necessary for some applica-
tions. There are also a number of interesting topics that we
can address in the future: speeding up the non-parametric
sampling; dealing with source images with complex back-
grounds; and finding better features and similarity metrics.

5



 

O 

A 

B 

 
Figure 6. More results of pencil style and line drawing style portraits generated by our method.
(O) source image; (A) pencil style portrait; (B) line drawing style portrait.
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